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Abstract 

The customer's purchase intention can be predicted by analyzing the history of the customers. In this 

study, we have analyzed the data of online shoppers for building a better prediction model to predict 

their purchase intention. Initially exploratory data analysis is performed on the dataset. We have used 

different ensemble algorithms such as Random Forest, Gradient Boosting, XGBoost and LightGBM 

to predict whether a customer, visiting the website of an online shop, will end up with a purchase or 

not. Later we have performed ensemble methods to boost up the performance of the algorithms using 

SMOTE to overcome class imbalance. Lastly model performance evaluation is done using parameter 

tuning. Study has shown that XGBoost model predicts with 89.97% accuracy on imbalanced data, 

whereas Random Forest displays 93% accuracy after using SMOTE to predict the customer's purchase 

intention. Moreover, XGBoost shows the highest accuracy, which is 93.54% after parameter tuning. 

This predictive model could be used in the product recommendation system of shopping websites and 

guide e-commerce companies to customize various preferential policies and services. 
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I. Introduction 

In last two years online shopping has gained increasing popularity with the effect of pandemic [1]. 

Online customers often browse pages of e-commerce sites to select items / products before they 

actually place orders. However, most of the time customers visiting these e-commerce sites may not 

make any purchase at all. This could be for various reasons e.g. price of product or window shopping. 

This activity of users not only leaves considerable data on e-commerce platforms, but also only a small 

quantity of data is converted into purchasing behaviours. This massive information left by users on the 

e-commerce platform determines the willingness of future users on the e-commerce platform and 

predict consumer purchasing behaviours. It is important because the retention measures like 

recommending suitable products can be taken to convert potential customers into purchasers. This 

information can help businesses to better cater to customer preferences and help both the business and 

customers by recommending products, specific to each customer and therefore increasing sales for the 

businesses. An in depth analysis of online purchasing behaviors of consumers enables e-commerce to 

have a better understanding of customers' psychology, and then work out better business strategies to 

increase sales [2]. For example, if a company is able to identify potential customers in advance, it can 

take profit-making actions, e.g. membership, coupons and bundle sales to target customers with repeat 

purchases intention. 

   In order to achieve this goal, an ensemble learning method is applied to predict the purchase intention 

of consumers. In this regard this paper introduces several ensemble learning algorithms such as 

Random Forest, Gradient Boosting, XGBoost Model and LightGBM to predict the consumers' 

purchasing behaviours on e-commerce sites. The objective of this research study is to build a model 

that can predict customer purchase intention as accurately as possible. With the help of Python tools, 

this article studies and analyses the characteristics of the purchase intention data of consumers, which 

can provide enterprises with a new method for analysing and predicting the purchase behaviours on e-

commerce platform. The predictive model used in this study could be used in the recommendation 

system of shopping websites and can also be used to guide e-commerce companies to customize 
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various preferential policies and services, so as to quickly and accurately stimulate the purchase 

intention of more potential consumers. 

     After presenting related work in section 2, research methodology is described in section 3. Several 

machine learning algorithms, criteria for evaluating the performance of the proposed methods, and 

competing classification methods for comparisons are described in section 4. Section 5 present data 

characteristics, data analysis and result evaluation about the model used in this study. Conclusion and 

future work is presented in section 6. 

 

II. Related work  

Purchase prediction has been studied widely in the literature. Consumer purchase prediction is a binary 

classification problem. Recent studies have proposed various frameworks to analyse purchase 

prediction using users’ previous session features in real-time environment [3]. Here embedding session 

features are incorporated into machine learning models to improve the performance of models in 

predicting users’ purchase intention. Zeng et al. [4], proposed a purchase prediction model to analyse 

user behaviour during a festival in China. The model shows that if a product is interesting to a user, 

the user is more likely to spend more time on it. 

     In a virtual environment, Wu et al. [5] proposed a purchase behaviour prediction model which 

identifies click patterns rather than session features. Experimental results shows that learned features 

from click patterns can improve purchase prediction as good as a classification model trained using 

session features.  

    Mokryn et al. [6] applied logistic regression, Bagging, Decision Tree algorithms to investigate the 

effect of temporal features (time, product trendiness, etc.) on purchase prediction performance. 

Authors have shown that Bagging performed best when temporal features are applied. Mootha et al. 

[7] proposed a stacking ensemble technique, which makes use of Multi-Layer Perceptron's to detect 

the intention of a user on whether a product would be purchased or not. 

   A real-time online shoppers’ behavior prediction system is proposed by Batti et al. [8] which predicts 

the visitor’s shopping intention as soon as the website is visited. In this article, authors worked on 

session and visitor information and investigated naïve Bayes classifier, C4.5 decision tree and random 

forest algorithms. Further, oversampling technique was used to improve the performance and the 

scalability of each classifier.  

   Sakar et al. [9] predicted the purchasing intention of the visitor using aggregated pageview data along 

with user information. The extracted features are used to random forest (RF), support vector machines 

(SVMs), and multilayer perceptron (MLP) classifiers as input. Noviantoro et al. [10] applied feature 

selection technique to filter unrepresentative features by analysing the visitor's clickstream data. 

Authors examined several supervised machine learning algorithms to identify more accurate prediction 

performance. In this article we used several ensemble algorithms to boost up the performance of the 

algorithms using SMOTE (Synthetic Minority Over sampling Technique) and parameter tuning.  

  

III. Research Methodology 

Ensemble learning methods in machine learning [11] combine the decisions from multiple learning 

algorithms to form strong learners to improve the overall performance. Hence, the performance of 

ensemble learning methods is always better than performance obtained from any of the constituent 

learning algorithm alone. In this paper four different models (Random Forest, Gradient Boosting, 

XGBoost model and LightGBM) are used for predicting online shoppers purchase intention. Each 

model is examined in terms of their accuracy, precision, recall rates, F1 and AUC score. AUC value 

ranges from 0 to 1 and the model whose prediction is better is close to 1. Python programming language 

is used to implement all models and ROC curves are plotted for each model. In the following section 

we introduce the basic ideas of ensemble learning. 
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3.1 Ensemble learning 

The idea behind Ensemble learning is to build a predictive model that seeks better performance by 

combining the predictions from multiple models [12]. Thus, it helps to decrease the variance, bias and 

improve predictions [13]. An ensemble method is a technique which uses multiple independent similar 

or different models / weak learners to derive an output or make some predictions [14]. Our approach 

exploits ensemble learning classifiers to predict the purchase of shoppers’ intention. We evaluated the 

performance of four ensemble learning classifiers such as Random Forest, Gradient Boosting, 

XGBoost and LightGBM models discussed in section 4.1. Models were implemented using Scikit-

learn in Python [15]. 

 

3.2 Ensemble Methods 

1) Stacking: The idea of stacking is to train a number of weak learners and then combine them to find 

a meta model to predict the result [16, 17]. Here the dataset is divided into two groups. The first groups 

are used to train all the learners. Then the second group is used to find the prediction from those 

learners. Then the meta model is developed comparing the prediction and the actual result of the second 

group. 

2) Bagging: Bagging is a short form of bootstrap aggregation. In bagging several bootstrap replicas 

are obtained by choosing randomly with replacement from the training data set [16, 17]. Each of the 

training subsets of data set is used to train different learners of the same type. The learners are then 

combined together by using the strategy of maximum vote. This method reduces the variance when 

the base learners are combined together. 

3) Boosting: Boosting is a method of converting a weak learner to a strong learner. In boosting first a 

tree is generated where each of the data points is given an equal weight [16, 17]. Then after evaluating 

the first tree the weight of those data points which are difficult to classify are increased and the weight 

of those who are easy to classify is decreased. The second tree is generated using the weight of the 

first tree. The third tree is generated by calculating the errors from the first and second tree and predicts 

the result. This process is repeated for a certain number of iterations. In each iteration, the subsequent 

errors of the previous trees are decreased. 

 

3.3 Ensemble learning algorithms 

The purchasability problem is formulated as a binary classification problem. The current study applies 

four different classification and boosting algorithms as follows: 

Random Forest: An ensemble learning method that uses a combination of tree predictors where each 

tree depends on the value of a random vector. Instead of relying on one decision tree, the random forest 

takes the prediction from each tree and based on the majority votes of predictions, it predicts the final 

output. The greater number of trees in the forest leads to higher accuracy and prevents the problem of 

overfitting. 

• Gradient Boosting: It is a stage-wise additive model that generates learners during the learning 

process (i.e., trees are added one at a time, and existing trees in the model are not changed). The 

contribution of the weak learner to the ensemble is based on the gradient descent optimisation 

process. The calculated contribution of each tree is based on minimizing the overall error of the 

strong learner. 

• XGBoost: In this algorithm, decision trees are created in sequential form. Weights play an 

important role in XGBoost. Weights are assigned to all the independent variables which are then 

fed into the decision tree which predicts results. The weight of variables predicted wrong by the 

tree is increased and these variables are then fed to the second decision tree. These individual 

classifiers / predictors then ensemble to give a strong and more precise model. Major benefits of 
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XGBoost are that its highly scalable / parallelizable, quick to execute, and typically outperforms 

other algorithms [18]. 

• LightGBM: LightGBM extends the gradient boosting algorithm by adding a type of automatic 

feature selection as well as focusing on boosting examples with larger gradients. This can result in 

the efficiency of the model and reduces memory usage. 

 

IV. Experimental results and discussions 

The proposed system is implemented on Online Shoppers Purchasing Intention Dataset [19], provided 

by UCI’s Machine Learning Repository using Python 3.8.2 programming language with a processor 

of Intel Core i5-8300H CPU @ 2:30 GHz and RAM of 8 GB running on Windows 10. This dataset is 

licensed and available for general usage. Table 1 shows a brief description of the dataset. However, 

this dataset has been pre-processed further to meet the needs of this study. Here, the data was 

consolidated in a way that each row corresponds to a session from a different user, with 12,330 

instances. The attribute that indicates whether the purchase has been made or not is used as the class 

label. ‘Purchase’ (True or False) is used as target column. For the model architecture, 70% of total 

records (12,330) are used for training (8,631) and the remaining 3,699 (30%) for testing.  

 

4.1 Data characteristics 

The dataset was formed in such way that each session would belong to a different user in one year 

period to avoid any tendency to a specific campaign, special day, user profile, or period. The primary 

purpose of the dataset is to predict the purchasing intentions of a visitor to this particular store’s 

website. Data was collected in Excel file uploaded in Jupyter notebook and analysed with Python 3.8.2 

software. The dataset has 10 numerical attributes, 7 categorical attributes and one label attribute shown 

in Table 2 and 3 respectively. 84.5% (10,422) data belong to negative class samples (did not end with 

shopping) and the rest (1,908) are positive class samples (ending with purchases) of 12,330 sessions.  

Table 1: Data file description 

Data source Number of 

instances 

Number of 

Features 

Number of 

Target Classes 

Size of data File type 

www.UCI.com 12,330 11 2 1882 KB Excel 

spreadsheet 

Dataset consists of 3 different page categories such as "Administrative", "Informational" and "Product 

Related". Additionally, duration information of the user for these pages is also available. The dataset 

has "Bounce Rate", "Exit Rate" and "Page Value" features which are measured by Google Analytics. 

The "Special Day" feature represents the closeness of the site visiting time to a specific special day. 

For instance, let’s take a look at Christmas day. This value takes a nonzero value between December 

20 and December 29. Zero value is considered before and after this date unless it is close to another 

special day, and its maximum value is 1 on December 25. 

Table 2: Descriptive statistics of 10 numerical attributes of this study 

Attribute name Attribute description Min Max SD 

Administrative pages viewed by visitor regarding account 

administration 

0 27 3.32 

Administrative_Duration the total amount of time spent by a visitor (in 

seconds) on the pages  

0 3398 176.78  

Informational pages viewed by visitor regarding 

information of e-commerce, corresponding 

and purchase procedure 

0 24 1.26 

Informational_Duration the total amount of time spent by a visitor (in 

seconds) on pages regarding information e-

0 2549 140.75 
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commerce, corresponding and purchase 

procedure 

ProductRelated pages viewed by visitor regarding 

product related pages 

0 705 44.47 

ProductRelated_Duration the total amount of time spent by a visitor (in 

seconds) on the pages regarding product-

related pages  

0 63973 1913.67 

BounceRates the average value of bounce rate of pages 

viewed by the visitor  

0 0.2 0.04 

ExitRates the average value of exit rate of pages 

viewed by the visitor  

0 0.2 0.05 

PageValues the average value of contribution unique 

pages viewed by the visitor  

0 1.0 

 

0.19 

special_day  proximity of website visits with special day 0 361 18.55 

As dataset has categorical features we need to encode before processing. This is done using the 

LabelEncoder from sklearn.preprocessing. When we look at the categorical values we could see in 

Table 3 there are 8 different types of operating Systems, 13 browser types, 9 different regions, 20 

traffic types and 3 visitor types.        

Table 3: Descriptive statistics of 7 categorical attributes and label attribute 

Attribute name Attribute description Number of  

categorical 

values 

operating-systems operating system used by the visitor 8 

browser browser used by the visitor 13 

region geographic region data based on IP-based session visited 

by the visitor 

9 

Traffic type traffic source type which brings the visitor to the Web site 

(e.g., direct, search engine, display ads, SMS, etc.) 

20 

Visitor type visitor category of session visited by the visitor as ‘‘new 

visitor,’’ ‘‘return visitor,’’ or ‘‘other’’ 

3 

weekend time of session visited by visitor wheatear “weekday” or 

“weekend” 

2 

month the month when the session visited by the visitor 12 

purchase-decision the class label indicating whether the visit was completed 

with a purchase or not 

2 

Class imbalance [20] is a major problem in purchase prediction from session logs since the majority 

of the sessions end without purchase. When we count these two classes we can see that there are 10422 

incomplete transactions and 1908 completed transactions in Figure 1. 
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Figure 1. Distribution of visitors purchase 

4.2 Exploratory data analysis  

A bar chart is shown in Figure 2 to provide a visualization of the purchase among the months of the 

dataset. The majority of purchasing happened in March, May, November and December. In other 

words maximum purchase happened at beginning and end of a year. Generally, users tend to research 

before they purchase a product. Thus, we could see that returning visitors have more intention to 

purchase a product. On weekdays the volume of transactions is higher than that of the weekend. There 

it shows no significant difference between the trends of two customer categories, since the reasons like 

seasons apply to everyone.   

 
Fig. 2. Visualizations of data characteristics 

Figure 3 shows which feature is most likely to be correlated with the 'Purchase' attribute. Resultantly, 

Page Values has the highest correlation (approx 0.5) and BounceRates, ExitRates and SpecialDay 

have negative correlation with Purchase. 

 
Fig. 3. Correlated features with purchase 
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Figure 4 depicts the frequency of operating systems, browser, region and Traffic type categorical 

data.  

 
Fig. 4. Frequency of categorical attributes 

Generally all the features (independent variables) are not correlated to each other in many of the 

Machine Learning algorithms. Let’s check this by Pearson Correlation and is shown in Figure 5. 

 

 
Fig. 5. Feature Correlation of the dataset 

From the above figure, it is clear that administrative data are correlated. Information, Product Related, 

and Rates (Exit and Bounce) have similar Characteristics. Page Value seems to have a stronger 

correlation with the Purchase. 

 

4.3 Ensemble Model Performance Analysis  

There are 4 different types of models tested on the preprocessed dataset. Each model is examined in 

order of their precision, recall, accuracy rates, AUC and F1 score. Their feature importance is 

mentioned and ROC curves are also plotted. We split data into train and test datasets. Train dataset 

size is 70% and test dataset size is 30%. Table 4 reports the results of the machine learning algorithms 

obtained with the default settings in Scikit-Learn. 
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Table 4: Performance of ensemble algorithms on Class Imbalanced Dataset 

Model Feature 

importance 

Precision Recall F1-

score 

Accuracy 

rate 

AUC 

Random Forest  Page values  0.72 0.56 0.63 89.86 0.91 

Gradient 

Boosting 

Model 

Page values 0.71 0.58 0.64 89.84 0.93 

XGBoost 

Model 

Page values 0.72 0.58 0.64 89.97 0.93 

LightGBM 

Model 

Exit rate 0.70 0.59 0.64 89.86 0.93 

Random Forest model is successful for predicting the non-transactions as it shows accuracy rate 89.86 

but the recall rate is only 56%. This shows that even if the model’s accuracy rate is high, the model 

can make wrong predictions. Page value is the most important feature for this model with 0.39. 

Gradient Boosting Model is also successful as the accuracy rate is 89.84. This model is also successful 

for predicting the non-transactions and the recall rate is 0.58 which is slightly better than the Random 

Forest model but not enough for the prediction. Here AUC is 0.93 (Figure 6) which is again slightly 

better than the Random Forest model (0.91) and the most important feature is Page value like the 

Random Forest model. The accuracy rate of XGBoost Model is 89.97. Again from table we could see 

this model is not good at predicting users with transactions. Although its’ prediction rate is higher than 

the previous two models but the recall rate is again low i.e. 0.58. If we check the ROC curve the AUC 

is 0.93 (Figure 6) which is the same with Gradient Boosting and the most important feature is Page 

Value like the other two models. LightGBM model has the accuracy rate 89.86. As can be seen in the 

Table 4 the model is not good at predicting users with transactions, but the true positive rate is higher 

than the XGBoost model. In Table 4 it can be seen that the recall rate is again 0.59 which is the highest 

rate among all four models. If we check the AUC score it is 0.93 which is the same with Gradient 

Boosting and XGBoost models (Figure 6). Here the most important feature is Exit Rate which is 

different from the other three models. 

 
Fig 6. ROC curve of Random Forest, Gradient Boosting, XGBoost and LightGBM 

 

4.4 Class imbalance 

Since the machine learning classification algorithm assumes that data are evenly distributed among 

different classes, predictive performance decreases in the case of unbalanced data [21]. The over-

sampling method is a method of replicating samples of a minority class or creating new samples to 

balance them. SMOTE (Synthetic Minority Over sampling Technique) introduced by Chawla et al. 

[22] is considered a relatively effective over-sampling technique as a method of balancing by randomly 

inserting the nearest neighbor pair in a minority class. 

 

4.5 Overcoming Class Imbalance using SMOTE Techniques 
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In this study, the target classes are heavily imbalanced (10,422 sessions with Purchase = False and 

1,908 sessions with Purchase = True). To prevent this situation and to increase the model’s 

performance the data is transformed into balanced data. To do so an oversampling method SMOTE is 

applied on the dataset. This method generates random data and increases the transaction so that the 

data becomes balanced. In Table 5 we evaluate whether oversampling data leads to a better model or 

not. 

Table 5: Comparison between ensemble algorithms after SMOTE 

Model Feature 

importance 

Precision Recall F-score Accuracy AUC 

Random Forest  Page values  0.92 0.94 0.93 93 0.98 

Gradient Boosting  Page values 0.91 0.92 0.92 87.13 0.97 

XGBoost Model Page values 0.87 0.87 0.87 86.79 0.97 

LightGBM Model product-related 

duration 

0.92 0.83 0.93 91.11 0.97 

 

Figure 7 shows ROC curve of the classifiers used in prediction for oversampled data 

 
Fig. 7. ROC curve for oversampled Random Forest, Gradient Boosting, XGBoost and LightGBM 

model 

These results prove that the second experiment outperformed the first experiment. The second 

experiment yielded better results in all evaluations than the first experiment. As can be seen, from 

Table 5 the AUC is 0.98 for Random Forest model which is close to 1. This shows the oversampling 

method is increasing the accuracy of the classification. Unlike Random Forest there is slight decrease 

of the accuracy rate for the Gradient Boosting Model from 89.84 to 87.13 after applying SMOTE 

method. Although the accuracy rate decreased, the recall rate was normalized and became 0.92 and 

the AUC metric is increased to 0.97 from 0.93. After the SMOTE method is applied, the accuracy rate 

for the XGBoost Model is 86.79 which was 89.97 earlier. Although the accuracy rate decreased the 

recall rate was normalized and became 0.87 and the AUC metric is increased to 0.97 from 0.93. After 

the SMOTE method is applied, the accuracy rate for LightGBM Model is 91.11 which was 89.86 

before. The recall rate is normalized and becomes 0.83. The AUC metric is increased to 0.97 from 

0.93. In this case before applying SMOTE exit rate was the most important feature but after 

oversampling product-related duration becomes the most important feature. We see that Random 

Forest scored the highest accuracy among the four models. 

 

4.6 Model Evaluation after parameter tuning 

Hyperparameter tuning is searching the hyperparameter space for a set of values that optimizes model 

architecture. For all four models the hyper parameter fine tuning is applied. In Table 6 the best 

parameters and best accuracies are listed. After the model tuning process we can see that the best model 

for oversampled dataset is XGBoost with accuracy rate of 93.54. Accuracy rate of Gradient Boosting 

is also very close to XGBoost i.e. (93.53). Thus, one could perform statistical analysis on these two 

models, to further explore the best Machine Learning model in future. 
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Table 6. Performance comparison after tuning the models 

Model Parameters Best Parameters Best 

Accuracy 

Random 

Forest   

params = {'max_depth': [3, 6, 10, 20, 

None], 'max_features': ['auto', 'sqrt'], 

'n_estimators': [100, 500, 1000]} 

{'max_depth': None, 

'max_features': 'auto', 

'n_estimators': 1000} 

93.03 

Gradient 

Boosting  

params = {'max_depth': [3, 6, 10], 

'learning_rate': [0.01, 0.1, 0.2], 

'n_estimators': [10, 100, 500, 1000]} 

{'max_depth': 10, 

'learning_rate': 0.2,  

'n_estimators': 1000} 

93.53 

XGBoost  params = {'max_depth': [3, 6, 10, 20, 

None], 'learning_rate': [0.01, 0.1, 0.2], 

'n_estimators': [100, 500, 1000]} 

{'max_depth': 10, 

'learning_rate': 0.1, 

'n_estimators': 500}) 

93.54 

LightGBM  params = {'max_depth': [-1, 1, 5, 10], 

'num_leaves': [20, 30, 40]} 

{'max_depth': -1, 

'num_leaves': 40} 

92.98 

 

V. Conclusion and future work 

In this article ensemble learning algorithms Random Forest, Gradient Boosting, XGBoost Model and 

LightGBM are used to predict the consumers' purchasing behaviours. This study reveals the 

performance of model on imbalanced data. Performance is evaluated on F1 score, accuracy and AUC. 

Second, the oversampling method is most suitable for the data imbalance problem that occurs in the 

context of online consumer behavior. Thus, SMOTE, which is the over-sampling method is adopted 

in this article. Data analysis shows that the predictive power of the ensemble models after applying 

SMOTE is superior to the algorithms. The predictive model used in this study can be used in the 

recommendation system of shopping websites and can also be used to guide e-commerce companies 

to customize various preferential policies and services, so as to quickly and accurately stimulate the 

purchase intention of more potential consumers. In future work the customer purchase intention 

prediction can be combined to the e-commerce product recommendation system. Further work could 

be done to see if the recommending product based on customer intention could have an impact to 

increase sales or not. 
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