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Abstract 

Forecasting rainfall causes serious anxiety and has concentrated on raising awareness among 

businesses, governments, the scientific community, and risk management organizations. Rainfall is an 

atmospheric phenomenon that affects a variety of human actions, including the production of crops, 

the generation of electricity, tourism, and the management of forests, among others. To this scope, 

rainfall forecasting is important; while this is a maximum correspondence for undesirable inherent 

occurrences, such as flooding, mudflow, avalanches, and mass wasting, it has changed the world. For 

that reason, a suitable approach for rainfall prediction composes of obtaining preventative and 

improvement measures designed for these natural incidents. Using empirical and dynamical 

methodologies for various climate zones, one may predict rainfall in this regard. 
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I. Introduction 

At the regional and national levels, weather forecasting uses a variety of techniques to predict rainfall. 

The two main approaches to predicting rainfall are dynamical methods and empirical methods. The 

Empirical technique is based on an analysis of historical rainfall data and its correlation with numerous 

oceanic and atmospheric variables throughout various locations of the earth. 

Regression, Artificial Neural Networks and fuzzy logic  techniques are the most often used empirical 

methods for predicting climate To make predictions about how the world's climate system will evolve 

in response to the initial atmospheric conditions, a dynamical approach use physical models that are 

based on equation systems. Utilising a numerical method for rainfall forecasting, dynamic approaches 

are put into practise. 

Empirical models have drawbacks since, in contrast to dynamic models, they can only produce one 

result. They are vulnerable to problems with predictor variable co-linearity and make the erroneous 

assumption that historical associations would persist in the future [1]. Dynamic models examine how 

a system evolves over time by simulating the various processes that take place in it. Compared to 

empirical models, they can be thought of as being more physiologically realistic. They often apply to 

one site (or numerous homogeneous sites) and demand a lot of input. A variety of Dynamic models 

are used and discovered that the more specific the model, the more precise the outcomes[2]. The 

foundation of machine learning approaches for dynamic models is found in several machine learning 

algorithms [3, [4,] [5]. An artificial neural network (ANN) [6] is a sort of machine learning algorithm 

that has a potent ability for learning and replicates the functioning of the human brain. However, 

conventional neural networks frequently contain a single hidden layer with a straightforward topology 

and shallow depths. A multi-layer neural network called Deep Neural Network (DNN) overtakes all 

other learning networks in ANN[7, 8]. The best machine learning methods now use DNNs because of 

their exceptional capacity for learning. Recently, DNN has been employed in the fields of image 

recognition, audio recognition, and natural language processing [9], [10], and [11]. Compared with 

traditional ANN, DNN includes Multi Layer Perceptron(MLP) and has stronger learning ability. It can 
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discover complex relationships between data, which has been shown to be a successful strategy for 

prediction and categorization. 

 

II. Data Analysis  

The empirical techniques of Artificial Neural Networks, fuzzy Logic Sets, and data mining are used to 

analyse the rainfall forecasts. Making predictions requires us to predict when rain will occur in a certain 

location. Regression is used to determine the number of millimetres (mm) of rainfall in a particular 

area using the Karl Pearson Correlation Coefficient. The multiple linear regression method must be 

used to forecast the amount of rain that will occur in the upcoming years. The empirical data used in 

the current study were gathered from Chennai's metrological department of Tamil Nadu. The winter 

months of Tamil Nadu, September, October, and November, are shown in Fig. 1 as interpolated data 

for five years. The Pearson correlation coefficient was applied to this data in order to calculate the 

amount of rainfall that fell at the ground level. The computed and graphed Pearson correlations 

between the data from various months are presented. The graph demonstrates that there is no 

discernible relationship between the three months and the monthly rainfall during the winter. The 

Pearson correlation coefficient between two variables is calculated as the covariance of two variables 

divided by the total of their standard deviations. To determine the linear relationship between two 

quantitative variables, one uses the Pearson correlation coefficient. 

 
It assesses the degree and direction of the association between two variables and has a range of -1 to 

+1. 

 
Regression Co-efficient using Co-relation and Standard Deviation is as follows: 

 
Where  σ is standard deviation and r is co-relation .Five years of data have been used to compute 

Pearson coefficient and then derived the rainfall using regression approach. Centimeters (cm) are used 

to measure rainfall on earth. The graph's x and y axes are used to plot the measurement and the years. 

We provide an output using the input data as soon as we can. As a result, the output predicts ground-
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level rainfall during the next three years. Because the data employs a regression approach to estimate 

rainfall for the following three years and uses some dependant variables to assume some values from 

actual values, the outcome will be approximate. 

 
Fig 1:Input Rainfall for FIVE Years 

III. Multiple Linear Regression Model  
The Multiple Linear Regression (MLR) approach is used to estimate the average summer monsoon 

rainfall in a particular year using the monthly rainfall data from the summer monsoon of the previous 

year. The MLR equation is set as Ŷ=a0+a1X1+a2X2+a3X3 after computation. Where the regression 

coefficients a0, a1, a2, and a3  

X1 = September precipitation for year y  

X2 = October precipitation for year y  

X3 = November precipitation for year  

y = Average precipitation for year y+1  

This method estimates the amount of rain that will occur in future years using the regression 

coefficients' mean values for rainfall data from September, October, and November, as illustrated in 

the following Fig 2. 

 
Fig 2: Predicted Rainfall Data for Three Years 

The MLR equation is used to produce the statistics, which are then compared to Pearson correlation 

coefficient graphic results. The three-month input value is used as the basis for the computed values 

and is a reliable predictor. Once the number has been determined by mathematics, It must fall within, 

be higher than, or be lower than the values shown by the graphical notations.All computed results are 

discovered to be lower than the Pearson correlation coefficient graphic values. This shows that none 

of the months can reliably predict the average year monsoon rainfall. 

 

IV. Multi-Layer Perceptron 

Multiple-Layer Perceptrons An artificial neural network (ANN) is an operational model composed of 

a huge number of interconnected nodes (neurons). Each node has its own output function, also known 
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as an activation function. Every pair of nodes transmits a connection signal, which is represented by a 

connection, and each connection carries a weighted value called a weight. An ANN has a weight-

equivalent memory. The MLP [12] structure is an example of a DNN,  It is a subtype of ANN with a 

more complex structure and deeper depth. There are several layers in the MLP; the first layer is the 

input layer, the last layer is the output layer, the middle layers are referred to as hidden layers, and 

there are numerous neurons in each layer. The MLP neurons exhibit both full inter-layer and 

connectionless intra-layer connectivity [13]. Figure 3 depicts the MLP schematic, which has two 

hidden layers. The N1 nodes in the input layer, which indicate the input data's dimension, make up the 

entire layer. N2 and N3 neurons are present in the hidden layer 1 and layer 2, respectively. N4 neurons 

in the output layer represent the output data's dimension. The only layer that doesn't have a bias node 

is the output layer. 

 

V. MLP Adjustment and Optimal Algorithm 

The MLP is a feed-forward network that covers all middle levels by computing progressively from the 

input layer to the output layer. There is no interference between the nodes at the same level because 

they are all calculated simultaneously from their predecessors [14]. Each node's value is equal to the 

weighted total of all the nodes in the layer below it. The MLP feed-forward process is the name of this 

computation procedure. A MLP with m hidden layers will have input and output dimensions that are 

n1 and nm+2 correspondingly. Each hidden layer contains n2, n3.... nm+1 nodes. The following formula 

is used to determine each node value in this MLP's feed-forward process:  

xij = f (WiXi−1 + bi−1) (2) where Xij stands for the j neuron's value in the i layer. In layers i-1 through i, 

Wi denotes the weight vector of the j neurons. The value vector of every neuron in layer i–1 is 

represented by Xi–1. The bias of the i -1 layer is represented by bi-1, and the activation function is f. 

 
 

VI. Data Collection and Pre-processing 
Principal Component Analysis (PCA) and min-max normalisation make up the bulk of the pre-

processing effort. Five high-altitude components and eight earth surface elements make up the model's 

initial data. An isobaric surface is typically used in place of horizontal height and geopotential height, 

respectively. As a result, weather information is always shown as an isobaric surface. For instance, 

500hPa typically equates to 5.5 km of height. The weather system at 500 hPa frequently regulates the 

rainfall system. Actual height (X1), temperature (X2), Dew point and temperature differences (X3), 

winds' direction (X4), and wind speed (X5) at 500hPa height are the five altitude elements chosen by 

this model based on the domain experiences. The direction and speed of the wind have an impact on 

the movement of the rainfall system. Humidity and temperature dew point differences are directly 

correlated. The internal energy of the rainfall system is influenced by temperature, the gap between 

dew point and real height, and temperature. The local atmospheric conditions in the region are 

represented by the ground surface factor. Different rainfall occurs in different regions due to variations 

in surface variables. The total amount of clouds (X6), the rate of ground surface wind (X7), direction 
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of the ground surface wind (X8), ground-level atmospheric pressure (X9), 3 hour pressure change at 

the ground's surface (X10), temperature of the earth's surface (X12), difference in the ground surface 

temperature and dew point (X11), and neighbouring areas experienced three hours of rainfall (X13) are 

the eight surface-level factors that were considered. Every surrounding region creates an MLP with 

the same forecasting area for that forecasting area. The thirteen factors are listed in Table 1. These 

elements serve as our model's first input. Min-max Normalisation. Min-max normalisation is one of 

the most often used techniques for data normalisation. Data between 0 and 1 can be standardised. Data 

pre-processing is required since the magnitude of many elements varies. When a sequence is 

processed, its highest value correlates to 1, its lowest value to 0, and its remaining values are 

proportionally converted between 0 and 1. The following is a representation of the min-max 

normalization formula: 

x* = x − xmin/ xmax-xmin   

where x denotes a value in the series of primitive variables, and xmax and xmin  represent the highest 

and lowest values in the variables. After normalisation, PCA is used to shrink the input's dimension. 

The 99% criterion, which states that the Eigen values of the selected factors together account for more 

than 99% of all Eigen values, is used to determine how many new factors should be added. More than 

99% of the original data can be represented by the total information of the new factors after calculation. 

The number of components required is not specified by this criterion because it may vary depending 

on the forecasting area but will not go beyond the initial inputs. However, it does determine the amount 

of information maintained. Three to eight elements are often required, on average. The amount of 

computer power needed is drastically decreased following the PCA technique. The following Table 1 

enlist the factors considered for the MLP. 

TABLE 1 

Factor Input Value 

500hPa height(X1) Forecast area value 

500hPa temperature(X2) Forecast area value 

500hPa temperature dew point difference(X3) Forecast area value 

500hPa wind direction(X4) Forecast area value 

500hPa wind speed(X5) Forecast area value 

Total cloud amount (X6) Neighbouring area value 

Surface wind speed (X7) Neighbouring area value 

Surface wind direction (X8) Neighbouring area value 

Surface air pressure(X9) Neighbouring area value 

Surface 3 hour pressure change(X10) Neighbouring area value 

Surface temperature dew point difference(X12) Neighbouring area value 

Rainfall over pass 3 hours(X13) Neighbouring area value 

 

VII. Conclusions 

Using the empirical method, utilizing only three months' worth of input data from five years, we 

derived values for rainfall fall at ground level utilizing Karl Pearson correlation coefficient and MLR 

to forecast rainfall at ground level in the next years. Predicted values eventually fall barely short of the 

actual values. With more Dynamic parameter the predicted values can be more close to the actual 

values. 
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