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Abstract 

In this research an advanced cyber-attack model has been implemented for dynamic DDoS and 

MITM attacks. Now a days cyber risks were increased on many platforms like clouds, servers, 

bigdata and networks. Due to attacks on these platforms’ applications can affected as wells as 

sensitive data have been stolen. Many conventional models were available for cyber security but 

those were failed at dynamic attacks and highly complex risks. Moreover, existing cyber security 

models were facing high Time of Conversion (ToC) issues as well target of attack issues. In this 

research work an advanced cyber risk assessment model has been implemented using machine 

learning techniques. The proposed Lite RFO model was implemented on python software tool with 

best packages. This model has been tracking the cyber-attacks on any network and finds the target 

attack in less ToC. The performance measures like detection rate 98.43%, accuracy 98.23%, 

sensitivity 96.89% and Recall 94.56% had been attained which was better improvement. 

Keywords: Ccyber-security, critical information of cyber-attacks, cyber risk. 

I. Introduction 

Digitization plays an important role in the technology and growth. Security threat also rapidly 

increased proportionally with technology. The interfacing algorithms are very needful for proving 

apt able security. The data need to be secured in any system like analog and digital. Any components 

like physical or human need to be implemented securely. Every organization need to adapt enriched 

design for cyber security practices. The model is developed which is critical information infrastruc-

ture (CII) which has a concept of gradient boosting algorithm which is more popular in the 

prevention of security attacks. Lite GBM is most commonly used advanced algorithm for various 

approaches. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig 1. Cyber security platform 
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Machine learning technique with advanced algorithm is used for measuring the security rate. The 

internet it’s a tool used by every individual in all the fields [1]. Figure 1 shoes the cyber security 

platforms. The security attacks many be passive or active which considers hacking, misleading etc. 

denial service attack is the most common attack [2]. There is one more dangerous attack which is 

distributed denial service attack. Its very important to identify the DDoS attack. In Georgian website 

this attack was occurred and it shutdown many servers. In July 2008 [3]. Entropy is used on IP 

address and port number which is at destination which easily detects the attacks like DDoS. Based on 

the threshold value the statistical calculations are done and attack is determined [4]. The detection is 

based on the traffic. The network traffic determined the detection. If high traffic is there then only 

few types of attacks of DDos is identified [5]. 

 

II. Literature Survey 

In this section a brief survey of cyber security models has been discussed for better attack analysis. 

Always based on threshold values the rate of false negative and false positive are reduced [6-10]. 

 
Table 1.  Literature Survey of Existing Models 

 

Author  Technique  Security 

rate 

Limitation  

Gatchin, Y 

2019 

Vulnerabilities of 

Information 

Processing 

65% Parallel 

attacks 

caching 

Wagner, T. 

D. (2019). 

Cyber threat 

intelligence 

79% High ToC 

Legg, P Tools and 

Techniques for 

Improving Cyber 

Situational 

Awareness 

80% Parallel  

attacks 

caching 

Ivanchenko 

2020 

Physical and 

Cyber Assets 

75% High ToC 

Crowe, J Cybersecurity 

Statistics 

85% Attack 

detection 

rate 

limitation 

 

The above all literature survey explains about limitations of existing cyber security models [11-16]. 

The existing limitations and problems have been overcome through proposed Lite Random Forest 

Optimization machine learning model [18-22].The main objective is to design a Cyber Risk 

Assessment Model for Critical Information Infrastructure using Lite RFO regression algorithm and 

to detect the cyber-attacks in dynamic environment in less ToC with high detection rate and also to 

compare designed application performance with existed techniques. 
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The major Problem would be Cybersecurity models have been facing less ToC detection issues and 

attack detection rate issues. Cyber threats are sophisticated and falls the reputations against corporate 

as well as IT growth [23-27].  A variety of cyber security solutions are available but those identify 

the attack in static manner. Due to VPNs, firewalls counter the attack if attacks enter into network, its 

functionality is going to be stopped so application may get damage [27-30]. These problems have 

been over come through proposed cyber security technique [31-33]. The proposed technique is the 

combination of various advanced algorithms. The major problem is implementing the algorithms 

through the network [34-38]. 

III. Methodology 

In this work used deep learning approach over machine learning (ML).  the deep learning is the 

advanced version of machine learning which uses various hash func-tions and volumes. The machine 

learning is majorly used for fixed and minimum amount of data but the deep learning is used for big 

data. Deep learning deals with feature extraction and feature selection. At last, the classification is 

done on the se-lected features. The figure 2 shows that first the cloud network is initiated and it is 

hosted by local network. Then the monitoring of cyber attacks is done by DDoS and MITM and the 

dataset is trained. Deep learning is used for training the data. Once training is done then the testing is 

done. The cyber attacks are found and performance is measured. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig 2. Proposed Model Diagram 

LSTM algorithm with deep learning is considered in this research. This have given the promising 

results for reducing the cyber-attacks. In this research mainly local cloud server has been created, 

this cloud has link and password. When client open their application cyber security applications has 

been running. The DDOS, MITM attacks has been applying forcefully to local’s host. The proposed 

machine learning algorithm can be regressing the data and classify the attack. The attack detection 

details have been displayed on screen for better understanding. 

Mathematical computations 

ℎ𝑛 = 𝑓(𝑊1𝑥𝑛 + 𝑏1)       (1) 

𝑥̂𝑛 = 𝑔(𝑊2ℎ𝑛 + 𝑏2)       (2) 

∅(𝜃) =
𝑎𝑟𝑔𝑚𝑖𝑛

𝜃,𝜃1
1

𝑛
∑𝑛
𝑖=1 𝐿(𝑥𝑖 , 𝑥̂𝑖)     (3) 

{𝑋𝑛}𝑛=1′
𝑁         (4) 
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IV. Results and Discussion 

 

 
 

Fig 3. Cyber-attack detection window 

 

 
 

Fig 4. Infected information detection window 
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Fig 5. Cyber-attack detection model 

Table 2 Test Cases 

S.NO INPUT If available If not available 

1 Start Real time attack 

detection started 

There is no process 

2 Stop Real time attack 

detection stopped 

There is no process 

3 Real-time 

attack 

detection 

Detection results 

displayed 

There is no process 

 

Table 3 Performance Measure 

 Decision 

tree 

RFO SVM Xboost

ing 

Propose

d 

Accuracy  87.23 88.23 87.92 90.12 97.23 

recall 88.23 77.92 89.23 93.28 98.24 

F measure 78.23 89.23 88.21 92.32 98.92 

Sensitivity  89.12 90.12 90.83 89.23 97.12 

Detection 

score 

90.23 92.12 91.02 89.03 98.23 
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Fig 6. Performance Measure 

This research deals with new technique LSTM which generated 99.97% of promis-ing results. the 

accuracy obtained is applied on the models which are designed. The advanced combined techniques 

generated 99.71% accuracy. Further various ad-vanced techniques are combined to generate better 

designs and models.  

V. Conclusion 

For dynamic DDoS and MITM assaults, a sophisticated cyber-attack model has been created in this study. 

Cyber threats have risen recently on a number of platforms, including clouds, servers, big data, and networks. 

Applications on these platforms may be impacted by attacks, and sensitive data may have been taken. There 

were several traditional models for cyber security, but they were ineffective against dynamic assaults and 

extremely complicated dangers. Additionally, there were significant ToC and target of attack vulnerabilities 

with the current cybersecurity frameworks. Using machine learning techniques, a sophisticated model for 

assessing cyber risk has been built in this study effort. The best Python software tool was used to implement 

the suggested Lite RFO model. This model has been monitoring cyberattacks on any network and can quickly 

identify the intended assault. The performance metrics, which included a detection rate of 98.43%, an 

accuracy of 98.23%, a sensitivity of 96.89%, and a recall of 94.56%, had all been met, which was an 

improvement. 
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