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Abstract:  

Artificial intelligence (AI) has risen to prominence in recent years due to the increasing need for fully 

autonomous systems. The field of artificial intelligence is now thriving, with a profusion of new 

models arising in the R&D stages of several disciplines, including science, economics, and 

engineering. The rapid development in the artificial intelligence (AI) domain involving the application 

of natural language-based techniques, Machine learning, and deep learning has greatly enhanced 

document processing efficiency in various business domains. This study aims to survey the published 

work on AI-based techniques for the above application which includes the automated processing of 

documents submitted at the proposal stage of project development using natural language processing, 

machine learning, and deep learning. The study analyses such techniques in terms of relevance and 

efficiency including accuracy in relevant information extraction, classification, and question 

answering. The goal of the study of work is to assist the research community in enhancing current 

research initiatives and predicting future advances. Further, this work also explores the applicability 

of studied techniques in one of the e-governance systems as a case study. 
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Introduction 

The adoption of new-age technologies including Artificial Intelligence in the domain of Project 

Management has played a vivid role in the cognitive simplification of complex tasks involving a 

diverse set of documents ranging from proposal documents to user reviews, stakeholders’ opinions, 

etc. to attain the business objectives [1], [4]. In a typical scenario of a software project development 

through a tender process, the initial stages of the project involve sharing of project requirements either 

through formal documents like a Request for Proposal (RFP), Request for Quotation, or in the form of 

concept notes, the project requirements are aggregated through client interviews and subsequently 

condensed in the form of Functional Requirement Specification (FRS) and Software Requirement 

Specification (SRS) documents. 

As per the terminology prevalent in the industry, the contract/proposal documents incorporate detailed 

information about the agreement between the owner and the contractor based on functionality, roles 

and responsibilities, delivery timelines, deliverables and pricing. This research work focuses on such 

contract documents for data extraction and understanding the proposal documents. The main focus of 

this paper is to simplify the life of a project manager or a bidder while bidding for the RFP [6]. The 

need to the identification of such requirements automatically in the life cycle of projects in various 

domains has been addressed in the literature [7], [59], [60], [65], [63]. The attempt in this paper is to 

study the variation in strategies deployed to study proposal documents used in projects belonging to 

unrelated domains. This included the calibration of various parameters to understand and extract 

granular project requirements. The objective of this study is to understand the current status of 

automated requirements extraction, classification, and further question-and-answer usage from 

proposal documents and see if it can be generic or domain-specific. The paper also attempts to explore 
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the relevance of automation and its significance in increasing the efficiency of these evaluation 

techniques in terms of time, effort and cost. These proposal documents not only cover the essential 

requirements of the project but also include details of roles and responsibilities, service level 

agreements, timelines, formatting information, etc. Classifying such information using automated 

techniques such as machine learning and deep learning may help and simplify the overall project 

bidding process and the development process. 

The goal of this paper is to give a comprehensive overview of AI approaches used for gathering 

requirements from proposal/contract documents and discuss the trade-offs between the existing 

approaches. The three components of this work’s contribution are as follows: 

1) In order to create a thorough presentation of existing machine learning/deep learning approaches 

utilized for information extraction, classification, and question answering from the proposal 

documents at the preliminary stages of project development across multiple domains, a review is 

undertaken. 

2) In order to determine the primary contribution of the techniques, the identified literature is 

categorized according to particular criteria. 

3) Research gaps are brought to attention to generate impulses for further research, especially in for 

sub-systems of the e-governance system as a case study. 

The remainder of this paper is structured as follows. Section 2 discusses the usage of automation with 

AI in Project Management Section 3 introduces the concept of contracts or proposal documents 

especially the RFP or Request for proposal documents as it sets the background for understanding the 

need for research for the classification of requirements from them. Section 4 introduces the concept of 

information extraction, classification, and question answering in the context of AI techniques like 

machine learning and deep learning. Afterward, Section 5 summarizes the research literature and then 

divides it into other categories. Section 6 discusses findings and observations and their applicability in 

the e-governance system as a case study. With Section 7 we conclude the paper with a summary and 

future work. 

The forthcoming sections are going to discuss the AI approaches and relevance in project management, 

therefore following questions are designed to streamline the research 

discussion 

 

Research Questions 

This study’s objective is to examine several AI methodologies used in project proposal documents. 

The following research questions (RQ) were established 

RQ1: What is the significance of automation using Artificial Intelligence in project management? 

RQ2: What current techniques/tools/frameworks using Artificial Intelligence are available in the 

context of proposal documents? 

RQ3: Classify the current work in terms of Information Extraction, Text Classification, Question and 

Answering, and others. 

RQ4: What are the significant benefits of incorporating such methodologies in the e-governance 

domain? 

 

Significance of Artificial Intelligence in Project Management 

In order to offer enterprises and everyone engaged with it anything of value, project management 

utilizes certain knowledge, abilities, tools, and procedures. Project management (PM) is unpredictable 

and extremely fluid, forcing numerous difficulties for organizations and professionals. It is observed 

that the combination of AI in the organization provides better results. Also, as per the reports, a steep 

increase in market grow question-answering technologies by 2024 is likely to be there [8]. AI as the 

name suggests is the technology used for building human intelligence in the system. Some applications 
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where AI plays an important role are pattern recognition and anomaly detection, meaning extraction 

meaning from images, text, or speech, natural language processing and making predictions to provide 

suggestions, recommendations etc. Technologies used for AI include machine learning, deep learning 

etc. Term Robotic Process Automation, RPA stands for robotic process automation, which is when 

software automates business activities.AI, RPA and Soft computing together form the basis of 

Intelligent automation in businesses [9], [10]. Table I provides insight into state-of-the-art AI tools and 

techniques in Project Management. 

Proposal/Contract/RFP Documents in Project Life Cycle 

In general, any project when initiated must propose a set of objectives and requirements to be fulfilled 

before its development commences. Usually, these requirements are taken from various stakeholders 

and consolidated in one place in a form of a text document. Documentation is an indispensable asset 

across various business domains including construction, legal case, etc. 

Many companies are awarded project contract based on the proposal received from them for the tender 

floated by the agency. The company bidding the tender needs to understand the requirements given in 

the tender including the prequalification criteria and then prepare the response in the form of proposal 

which includes technical solution, time duration for the completion of the project, costing, roles of 

various people etc. To prepare such a proposal, the team looks at various aspects such as the work 

done by the company in that domain, existing components, 

The initial phase of project development includes sharing of the documents between the developer and 

the client and sometimes other interested parties or stakeholders. These documents define the basic 

objective and goals of the projects, including start and end dates, etc. We often call such documents 

proposal documents. To be more specific, a formal approach is used by organizations called a 

procurement process. In this process, there are 2 parties involved [24] 

1. Company /organization that is interested in the development of the project 

2. Vendor or supplier who can develop the project.  

The company or organization that is interested in project development is one that requires projects, so 

it issues a proposal document known as an RFP. It evaluates the needs and develops a list of criteria, 

which is then turned into questions and sent to a number of vendors who offer the goods and services 

that the buyer is looking for. 

Vendors /Suppliers/Bidders: The vendors study the proposal which comprises of project’s technical 

requirements, roles and responsibilities, service level agreements, timelines format, and input required 

about the company and the proposed solution and verify if they have technical and financial expertise, 

and send their responses and return it to the buyer whereupon the vendors’ responses are scored. As 

proposal documents are long verbose textual documents, project team effort is required to understand 

and categorize information present inside the documents. This is further used to create the responses. 

Now text classification and categorization can be performed at both the parties’ ends, the company 

that creates the proposal and receives the responses and the Vendor who submits the responses. In 

either situation reading, analyzing and understanding, and most efficiently analyzing the data is 

essential. It requires a lot of human intervention and time and thereby affects the speed at which work 

is performed, affecting the overall project life cycle.  

            Table 1: Broad Areas of AI, their Description, and Applications in Project Management 

Study 

Reference 
Broad Area of AI and Description Application in Project Management 

[11] 

Machine Learning, The paper focuses on 

effort and duration estimation models using 

intelligent data preprocessing. Three machine 

learning models including SVM, MLP, GLM, 

Software project effort and duration 

estimation. 
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and ensemble averaging, were used. Data Set 

Used- ISBSG dataset 

[12] 

Machine Learning, The suggested method can 

help staff members with routine PM duties 

such as resource assignment, and work time 

estimation 

Common PM tasks including resource 

allocation, task assignment, and task 

time prediction are planned, monitored, 

and carried out. 

[13] 

Theoretical AI approaches, This article 

explains how AI can still make a substantial 

improvement to PM. Significant areas of 

focus for AI application in PM are listed as 

follows: They are listed in the following 

order: business domain, application domain, 

predicted benefits, AI solution, use case, and 

AI system for PM. 

Generic Use Cases for PM 

[14] 

Machine learning, Business Process 

Management, Optimization of process 

management 

By using machine learning to identify 

trends as the process moves through the 

workflow, business process data 

improved decision-making. 

[15] Machine Learning, This investigation looks Project Planning, Scheduling 

[16] 

Machine Learning, The goal of this study is to 

ascertain how AI can be used to manage the 

time and costs of a construction project in 

India. 

Construction projects 

[17] 

Automated systems, Internet-of-Things and 

AI, Human-machine integration using AI 

approaches 

Strategy, Relationship Marketing 

[18] 

Machine Learning, The goal of the study is to 

examine how business process management 

(BPM) will change as a result of digital 

transformation in relation to machine learning 

and artificial intelligence (AI). 

Artificial intelligence and machine 

learning for business process 

management. 

[19] 

Machine Learning, Deep Learning, The topic 

of intelligent automation is covered, along 

with strategies for how top businesses can use 

it to increase productivity dramatically. 

Credit card fraud management use case, 

Project Calling, Project Preparation, IA 

uses cases in the telecommunication 

industry, IA use case in public and 

government sectors 

[20] 
Machine Learning, A learning approach that 

can generate concurrent workflow 

workflow management systems 

[21] 
Artificial Intelligence, Impact of AI on the 

economic growth of the business, 

Robotics, artificial intelligence, 

business models, automation. 

[22] 
Deep Learning, Machine Learning, examined 

the available AI approaches and there. 

Cases related to Tenders, engineering, 

and Design, Operations 

[23] 
Software Engineering, Artificial Intelligence, 

Agile teams can benefit from AI as a unique 

Project backlog refinement, risk 

mitigation 
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It has been observed that the selection of types of proposals also affects the overall project 

performance. [25] Irrespective of the domain, it is observed that tools and techniques related to 

artificial intelligence are used to extract useful information from the proposal documents. A need for 

an automated system thus has been addressed in the following work. In the next section, we will discuss 

the role of artificial intelligence specifically for proposal documents. 

Techniques of Information Extraction, Classification, Question-Answering, Summarization for 

Proposal Documents 

In this section, we will discuss the AI techniques related to Information Extraction, Classification, 

Question-Answering, and Summarization used in the literature for document processing in general, in 

the subsequent part of the paper we will discuss related techniques used for proposal documents(RFP) 

which is our primary focus. 

A. Text Classification 

The text classification job is utilized in NLP applications such as sentiment analysis, news 

categorization, question-and answer systems, etc. This technique assigns labels to the textual data and 

draws meaningful context between various sentences. As discussed it can be implemented either using 

rule based techniques or machine learning-based techniques [26]. Under circumstances where the 

dataset is extensive and, dependency is on designing features for the dataset, Neural approaches are 

also explored [27], [28], [30]. 

This technique is used for classifying the contents of a document, including its text portion, into 

different categories. The basic aim of text classification is to extract the meaningful data hidden in the 

unstructured text. Due to the complexity of the text information involving the variability in the context 

of the usage of a given word or a phrase, this classification exercise becomes a challenging one even 

for a human to extract and make sense of this unstructured data. 

Text classification can be used at several levels, such as document, paragraph, sentence, and sub-

sentence levels. [26], [29] 

The need and importance of text classification can be understood from the point of view of an 

organization that is dealing with a huge amount of data. This data may contribute to several business 

proposals, business logic, and decisions. Due to its unstructured layout of data, organizing and 

analyzing becomes very hard and time-consuming. 

1) Expert systems: Rule-based methods use predefined rules to classify text into different categories, 

as rules are required to be defined therefore this requires domain knowledge. Rule-based systems 

require both a set of facts or a data source and a set of rules for altering that data in order to operate. 

These rules are often known as “if statements” in some circumstances since they frequently 

function along the lines of “IF X happens THEN execute Y.” 

An expert system is a type of computer program designed to handle complex issues and provide 

decision-making capabilities comparable to those of a human expert. By employing the reasoning and 

inference rules in accordance with the user’s questions, it accomplishes this by extracting knowledge 

from its knowledge base. How well an expert system performs is based on the knowledge that it has 

stored in its knowledge base. With more knowledge stored in the KB, the system performs better. 

Several references in literature are available where expert systems are used for document processing 

[31], [32], [33] 

Although the rule-based approach is simple, precise yet a lot of dependency on the heuristics which 

are created. In situations where the level of unknown and/or variance is low in the documents, an 

expert system based on rules is likely to yield good results. Rules-based methods, however, fall short 

when dealing with the diversity of document kinds or differences within document types that 

accelerator, which can assist raise project 

success rates. 
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necessitate a significant amount of study and development. Machine learning for data extraction, on 

the other hand, is best suited, once more, to projects where the targeted documents have a high and/or 

unknown level of volatility and where a common approach is to cover a higher percentage of 

documents. 

2) Machine learning–based approaches: In the field of artificial intelligence, Machine learning (ML) 

systems are those that are able to learn using algorithms and statistical models, this enables the 

system to identify and discover patterns in the data. this further enables the businesses to have a 

better insight into the data and subsequently better decision-making [34]. ML has different types 

of algorithms and therefore 3 different categories of algorithms are known based on the outcomes 

which include Supervised, Semi-Supervised, Unsupervised, and Reinforcement algorithms. 

 

 
         Fig. 1. Expert system 

 

Supervised learning algorithms: Finding a mapping function to link the input variable (x) with the 

output variable is the goal of this kind of ML method (y). In this, machines estimate the outcome based 

on training data that has been carefully” tagged” for them. The labeled data refers to the input data. 

 
           Fig. 2. Supervised learning 

 

Unsupervised learning: In unsupervised learning, models are trained on sets of unlabeled data and then 

given free rein to use the data as they see fit. 

 
               Fig. 3. Unsupervised learning 

 

Using both labeled and unlabeled data, semi-supervised learning creates a function. Reinforcement 

Learning- It is a form of machine learning technique where a computer program or intelligent agent 

interacts with the environment and learns how to behave in it. 

Machine learning–based approaches learn to classify the text based on observations of data. This is 

achieved by transforming the text contained in the documents from unstructured form to normalized 

data, appropriate for further analysis. These Machine Learning algorithms operate on a self-learning 
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basis where they learn automatically from experience without any manual intervention and help 

efficiently solve complex problems. 

 

 
Fig. 4. Reinforcement Learning 

 

Different machine learning algorithms are used for text classification, including supervised learning 

and unsupervised learning. Naive Bayes classifier, Logistic regression, K-Nearest Neighbor classifier, 

Decision Tree, and other algorithms are used in supervised learning, while K-means clustering and 

Polynomial regression are used in unsupervised learning [27]. 

Metric for text classification are listed below: when the models are created their performances are 

evaluated using different metrics, some of which are listed below. Detail explanation of the metrics is 

available in the given table. 1. Precision /Recall/F1 Score 2. Accuracy 3. Error Rate 4. Exact match 4. 

Mean Reciprocal Rank 5. Mean Average Precision 6. Area Under the curve 

3) Classification of Functional and Nonfunctional Requirements: Analyzing requirements acts as a 

first step to a better understanding and overall success of any project. Considering software 

projects, requirements are further classified into functional and non-functional. It has been 

observed that not just functional requirements but non-functional requirements also play a very 

crucial role in the successful execution of projects [2], [3]. 

 

B. Deep learning based Text Classification 

A branch of machine learning called deep learning mimics human understanding. The deep learning 

models have multiple layers of transformations; the lower layers may reflect minor features in the data, 

while the higher ones may represent more abstract ideas. Consequently, deep. Deep learning is the 

learning of multiple layers of transformations in order to learn multi-level representations. 

Usage of deep learning spans various application areas in a different set of industries, which includes 

Self-driven cars, Healthcare, and Language translations. Our focus in this survey is to identify various 

deep learning techniques suitable for text classification and understand the variations amongst them. 

Also, we highlight a few of the major application areas where text classification has been used using 

deep learning. [27] 

C. Question and Answering 

A question-answering system generates a response to a question posed in natural language. Reading 

and comprehending a text by machine is a difficult task, hence it acts as a potential topic to explore in 

research. 

To break down the Q/A process into simple steps, it is observed that we have a query processing 

module to analyze the question, classify the type of question to understand the context and formulate 

of question in a vector to be fed as an input into the next module which is document processing module 

which based on similarity and relevance filter out the most suitable documents which can give can 

give an appropriate response. This is further sent as input to the answer processing module which 

heuristically identifies the closest answers and then evaluates them using evaluation metrics like F1 

scores, precision, etc. 
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Application of Artificial Intelligence for Project Proposal Documents 

The tender/proposal contains a mix of various information that may include business, legal, managerial 

or technical information, and financial. The information inside the document is nested to give details 

of the technical requirements defining the scope of work along with contractual and legal information. 

The requirement specified in the documents is also interdependent on each other. Human expertise is 

required to understand the requirements and then assign them to their respective subsystem in a 

systematic way. It is observed [57] that precision in the extraction of requirements has a huge impact 

on firms’ finance and reputation too. 

Given the nature of tenders placed across various domains in the industry, it was observed that the role 

of the required documents such as the RFP is very critical in clearly specifying the project 

requirements. If we generalize the subject matter, essentially these are documentary information of 

projects in hand, sometimes instead of projects, we can term it as cases (e.g legal scenario). However, 

it is observed that despite of huge variation among these domains pain point is common. That is, 

extracting meaningful information from the documents. Using Artificial Intelligence techniques, it is 

observed that this task can be done in a much faster way. The many methods for extracting 

requirements from documents—including natural language processing, machine learning, and deep 

learning—are addressed in the section that follows. 

Analyzing requirements acts as a first step to a better understanding and overall success of any project. 

Requirements for software projects are further divided into functional and non-functional categories. 

It has been observed that not just functional requirements but non-functional requirements also play a 

very crucial role in the successful execution of projects [2], [3]. The area of artificial intelligence’s 

applications with respect to proposal document processing is explored. Project proposal contains a mix 

of various information that may include business, legal, managerial or technical information, and 

financial. The information inside the document is nested to give details of the technical requirements 

defining the scope of work along with contractual and legal information. The requirement specified in 

the documents is also interdependent on each other. Human expertise is required to understand the 

requirements and then assign them to their respective subsystem in a systematic way. It is observed 

[57] that precision in the extraction of requirements has a huge impact on firms’ finance and reputation 

too. 

Given the nature of proposal documents placed across various domains in the industry, it was observed 

that the role of the documents such as the RFP is very critical in clearly specifying the project 

requirements. If we generalize the subject matter, essentially these are documentary information of 

projects in hand, sometimes instead of projects, we can term it as cases (e.g legal scenario). However, 

it is observed that despite of huge variation among these domains pain point is common. That is, 

extracting meaningful information from the documents. Using Artificial Intelligence techniques, it is 

observed that this task can be done in a much faster way. 

The study identified papers that used the application of Artificial Intelligence including NLP, ML/DL 

to obtain information from proposal documents. The study specifically focused on requests for 

proposal documents (RFP) also. 

Table [2] summarizes the Application of AI techniques on proposal documents. 

Various stakeholders including consultants, management, sales, module specialists, and software 

architects are involved in comprehending the RFPs, thus manually doing it poses many challenges like 

reading and understanding the large document, obliging the tight time frames also there is minimal or 

no interaction between customers and suppliers.[36] suggest an information model for segregating and 

depicting roles and responsibilities required in the RFP process from the suppliers’ end including they 

also suggest a need for a knowledge base that acts as a repository of information about existing system 

features, cost incurred, and risk estimation. Although this work sets background work, it doesn’t 

discuss the tools and techniques required to do it automatically. In the literature the work having 



 

 

Industrial Engineering Journal 

ISSN: 0970-2555   

Volume: 52, Issue 10, No. 1, October: 2023 
[ 

UGC CARE Group-1                                                                                                                            95 
 

reference to automation for proposal documents (particularly RFP), it was observed that work was 

distributed among 3 categories that are in effect interrelated to each other. This covers text 

classification, information extraction/retrieval, and question and answer. The following discussion is 

on the work in each of the categories and the same is summarized in Table 2 

For the proposal documents, the literature suggests a variety of work with different intentions [37] 

exploring the basic task of extracting technical terms to identify emerging trends from the US govt. 

RFPs using machine learning and natural language processing. The Paper emphasizes the use of 

transfer learning to extract meaningful information from the proposal documents. Using the transfer 

learning approach existing models which are extensively pre-trained are reused. This acts as a starting 

point for solving the problem hence resulting in improved performance for the new task. Transfer 

learning is often known as fine-tuning, it is used in deep learning approaches resulting in learning time 

being faster as the model has already been trained with huge training data set, unlike the traditional 

machine learning model where performance relies on our training data. For this purpose, [37] using 

Hugging Face ‘transformers library and SpaCy to perform Name Entity Recognition [38], [39]. A 

neural network with an encoder and a decoder is referred to as a transformer model, it can learn the 

context and relationships in data and thus semantics of a long sentence in forward and reverse 

directions. This is also known as the attention mechanism. There are various transformer models like 

GPT and BERT whose references are also made in several parts of our survey. The Study presented in 

[40], [45] focused on the task of requirement classification from the proposal document of the 

construction domain. They highlighted that previous models and frameworks were domain-specific 

and hence the proposal for construction requires separate attention. The research [40] focuses on 

classifying text into categories of requirement and non-requirement. The authors demonstrated the 

classification using rule-based and machine-learning approaches. Rule-based classification techniques 

focus on the construction of If-then rules, in the professed work, requirement keywords were identified 

and statements in the text were assessed based on the rules. Although, rule-based approaches are simple 

to implement with smaller data it becomes very tedious to create rules of a large corpus. The Machine 

Learning Classification approach in [40] starts with preprocessing which included lowercasing, stop 

words removal, unique words removal, tokenization, lemmatization/stemming, and Parts of Speech 

(POS) tagging. Following this Sentence Embedding using Word2Vec and Bag-of-Words Model is 

used to enable the ML algorithm to accept words in a numerical format. This was further followed by 

4 supervised ML algorithms including Naive Bayes, Support Vector Machine, Logistic Regression, 

and Feedforward Neural Network, SVM resulted in the best classification accuracy for their dataset. 

this work is further expanded in [45] and its implementation is shown in the context of the design-

build project delivery method to draw more useful information from the proposal documents which 

includes extracting requirements and thus categorizing them into different categories like design, 

operation, and maintenance, etc. Before Model, Training [45] The vocabulary is condensed via feature 

selection utilizing chi-square, mutual information, and recursive feature removal. In order to increase 

the final model’s robustness and generalizability, the study also looked into four ensemble techniques: 

random forest (RF), bagging, boosting, and voting. A different take on the text classification for 

proposal documents is taken by [42] by extracting meaningful information about the projects from 

RFP response documents using AI-based techniques. For ML model training Maximum entropy 

classifier is used which is an exponential model. The MaxEnt is based on the Principle of Maximum 

Entropy, and it chooses the model with the highest entropy among those that fit our training data. A 

wide range of text classification issues, including language identification, subject classification, 

sentiment analysis, and others, can be resolved using the Max Entropy classifier. Other text 

classification work for proposal documents includes [46], [47], [48], [43] each work emphasized 

classifying requirements in the proposal documents. [46] explains how to extract and categorize 

requirements from software engineering contracts automatically using bidirectional encoder 
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representations from transformers (BERT). Classified requirements as governance specific and 

architecture-specific.ML algorithms used for classification are – Naive Bayes, Random Forest, and 

Support Vector Machine (SVM). Imbalanced datasets were handled using hyper parameters like class 

weight etc. [10] Here, a unique Bi-LSTM-based regression model is proposed, and the deep learning 

technique greatly outperforms the Random Forest model. The author’s take on this work is to provide 

a score on words and phrases identified from the RFP response document and classify them further 

into enablers and disablers which will help in creating better RFP responses. Apart from text 

classification on proposal documents, it was observed from the survey that work is taken a step ahead 

to generate answers for the questions extracted and interpreted from RFP documents. [49] proposes a 

meta-model to generate an RFP response draft. similar to this idea [50] SCM, soft cosine measure to 

identify the matching response to a question present in an RFP document. Thus semantically related 

questions and answers can be used to build an RFP response document. As in the context of the 

proposal document literature focuses on various NLP and ML techniques. Following is a brief 

discussion on other sentence embedding techniques and Machine Learning algorithm techniques 

present in literature. This discussion provides insights into various mentioned algorithms and 

techniques used by researchers to perform classification. Sentence Embedding/ Representation in NLP 

includes representing sentences in n-dimensional vector space. It evolved with various methods like 

Bag of Words (BoW) where sentences are marked as 0 or 1 based on whether they occur in a sentence 

or not however, the order of sentences and semantics were not considered. Term Frequency-Inverse 

Document Frequency (TF-IDF) emphasized how crucial a word is in a document Word2Vec/Doc2Vec, 

LSTM, Attention, and Transformer, BERT are neural embedding used to establish better semantic 

information between words of sentences. Word2Vec is a predictive model, words in documents are 

identified and plotted in a multidimensional vector space, and similar words tend to be closer to each 

other. It is further divided into two architectures: Continuous Bag of Words (CBoW), in which the 

model forecasts the current word from a window of nearby context words, and Continuous Skipgram, 

in which the model employs the current word to forecast the window of nearby context words. 

Doc2Vec computes a feature vector for each document in the corpus, as opposed to Word2Vec, which 

computes a feature vector for each word in the corpus.
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Study 

Reference 

Business 

Domain 

Technology 

Used 
Corpus Intent Results 

Focused 

Task 

[49] Business 

Units of 

finance and 

accounting 

NLP for Query 

Formulation, 

Information 

retrieval from 

Knowledge 

Base 

15 RFP’s from 

6 Business 

Units 

RFP 

Response 

Generation 

76% Mean 

Query 

Precision86% 

Mean Query 

Recall 

Question and 

Answering 

[37] USGovt RFP 

Technology 

Domain 

Automated 

Emerging 

Trend 

Detection 

System(ETDS), 

In 

NLPword2vec 

algorithm 

(vectorization 

of words), Deep 

Learning 

Model, Uses 

method known 

as transfer 

learning or 

fine-tuning. 

(USe Pre-

trained Models) 

Named Entity 

Recognition 

(NER) using 

transformer 

architecture, 

SPacy Models 

are used, 

precision was 

identified 

Department

 of

 Defense 

(DoD) and 

Department of 

Homeland 

Security (DHS) 

corpus of RFP 

documents 

Identifying new 

technology 

trends requires 

the extraction of 

technological 

terms from RFP 

documents. 

 Information 

retrieval and 

classification 

 

[40] Construction 

Domain 

NLP and ML 

algorithms used 

to build a 

classification 

model. ML 

algorithms 

used: Naive 

Bayes, Support 

Vector 

Machine, 

Labelled data 

set was prepared 

of 7 

documents,1787 

statements 

Classification 

of text in 

requirements 

and non- 

requirements 

In terms of 

Accuracy, 

Precision, 

Recall, and F1 

score, SVM 

performs better 

than other 

models.Results 

from

 unigra

Text 

Classification 
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Logistic 

Regression, 

Feedforward 

Neural 

Network. 

 

 

 

 

 

 

 

 

ms are

 superio

r to those

 from 

higher n-gram 

features. 

[41] Railways 

Contract 

Documents 

T2K (Text-To-

Information) is 

an expert 

system that 

uses an 

ontology 

learning system 

to 

automatically 

infer 

ontological 

knowledge 

from texts. The 

phrase ”extract 

module” was 

used. 

Proposal/tender 

Documentwith

 6000 

requirements 

Requirements 

identification

 and 

assignment to 

subsystem 

Out of the 

6000

 Techni

cal 

Requirements 

the program 

detected, 543 

make reference 

to technical 

standards 

whose 

abbreviations 

are listed in the 

Knowledge 

Base.Precision 

98%; Recall 

98 

%.” 

Text 

classification 

[42] RFP of IT 

ser- 

vices 

domain 

Model-training 

for ML It 

employs the 

maximum 

entropy 

(maxent) 

classifier. NLP 

Engine is 

developed 

using 

OpenNLP. 

16 RFPs Extract and 

categorize 

information 

pertinent to 

the project 

beginning 

from the RFP 

answer 

Classification 

Accuracy=76 

Text 

Classification 

[50] Independent

 dom

ain 

NLP Soft 

cosine Measure 

and Fast Text 

word 

embeddings 

4600 Q&A Identifying 

responses for 

questions in 

proposal 

documents 

SCM 

performed 

better than 

WMD 

Question and 

Answering 
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[45] Construction 

Domain 

Machine 

Learning 

algorithms- 

NB, 

SVM,LR,KNN,

 DT,CNN, 

RNN(LSTM), 

RNN(GRU) 

3000 clauses in 

a proposal 

document 

Extraction of 

specific scope 

for 

subcontractors 

and 

classification 

of design-

build needs 

from the bid 

document into 

three specified 

categories: 

design, 

construction, 

operation, and 

maintenance 

SVM and 

weighted 

majority

 voting 

outperformed 

other models 

Text 

Classification 

[46] 20 SE 

contracts 

from 9 

application 

domains viz. 

healthcare, 

automotive, 

finance, 

banking, etc. 

NLP and ML 

Techniques, 

traditional ML 

techniques, 

BiLSTM, 

BERT 

20 SE contracts 

from 9 

application 

domains,18,614 

sentences 

extracted,20 to 

250 words in 

each sentence. 

Classified 

requirements 

as 

governance-

specific and 

architecture-

specific 

39.73% are 

architectural 

requirements 

and 6027% are 

gover- 

nance specific 

Text 

Classification 

[47] Insurance 

Indus- 

try 

ABi-LSTM and 

a regression 

model based on 

transformers 

1300 RFP 

responses 

analyze and 

Score RFP 

responses 

The random 

forest model is 

outperformed 

by the deep 

learning 

approach. 

Text 

Classification 

[48] Railway 

Domain 

Non-AI-based 

techniques- 

Patternbased 

approach 

(PABRE 

metamodel) 

6 RFPs, 

17,556 

requirements 

Classification 

based on real 

requirements 

or prose 

Usefulnessof 

Model 

evaluated 

Text 

classification 

[43] Construction 

Domain 

Supervised 

machine 

learning 

approaches for 

classification 

model 

2634 statements Classify 

requirements 

and reduce 

reading time 

and improve 

quality 

Logistic 

Regression 

gave the best 

accuracy at 

94.12 

Text 

classification 
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Table 2: Application of Artificial Intelligence for Project Proposal Documents 

 

This is further divided into the Distributed Memory version of the paragraph vector (PV-DM) and the 

Distributed Bag of Words version of the paragraph vector (PV-DBOW). LSTM, or Long Short Term 

Memory Network, is a recurrent neural network that overcomes the drawback of RNN, or Recurrent 

Neural Network, by remembering the long-term dependencies of previous work. The cell state in 

LSTM holds the system’s state over time thus helping in embedding in a better way as better semantic 

relationships can be derived. To Derive better context and relationship in a sentence Attention and 

Transformers are readily used, BERT, Bidirectional Encoder Representations from Transformers, as 

the name suggests BERT accepts unlabeled text and starts encoding bidirectional representations to 

establish context on both the right and left context. 

Figure 1 and 2 represents year Wise application of AI on Project Proposal documents, domain, and 

Year Wise application of AI on Project Proposal documents. 

 

 

 

[44] IT service 

provider 

company 

Classification 

model using 

unigrAM 

FEATURES 

300 

Requirements, 

30 + 

test data set 

shows the 

effectiveness 

of the tool for 

intelligent 

requirement 

extraction and 

analysis 

”RFPCog as an 

interactive and 

explorative 

tool for 

analysis, 

refinement, 

and browsing 

of 

Text

 Extra

ction and 

Mapping 
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Fig. 5: Year-wise application of AI on Project Proposal Documents 

 
Fig. 6: Domain and Year-wise application of AI on Project Proposal Documents 

A. Related Work 

In the last few years, surveys related to requirements extraction from text documents and their 

classification have been conducted. This section provides an overview of related research and explains 

the key distinctions between this study and previous surveys. 

[51] reported a survey of Natural language processing (NLP) techniques. To reach the objectives of 

requirement prioritizing and categorization, the author examined 27 research looking into the use of 

NLP in extracting software needs. The survey does not overlap with this work because it does not use 

any methods based on deep learning or machine learning. 

[52] surveyed state-of-the-art of text classification. The study enumerated baseline elements of text 

classification and its associated techniques. The survey has qualitatively analyzed text classification 

common techniques and quantitatively observed common trends in text classification. As the 

discussion is generic therefore it does not overlap with our work, instead gives insight into evolving 

text classification trends. 

[53] conducted a systematic review of 72 primary studies. The work was focused on text 

classification of clinical data. 

[54] conducted a thorough analysis of machine learning for automated requirement classification. 

As they highlighted several machine learning techniques for text classification and reviewed 

publications based on the classification of functional and non-functional needs, this review work is 

helpful in our study. However, in contrast to our approach, which focuses specifically on proposal 

documents, they utilize the TERAPROMISE database. 

[55] conducted a systematic literature review on using Machine Learning Algorithms for identifying 

the requirements. They focused their work on the stack overflow platform. 

[56] conducted a systematic literature review to identify the classification of quality requirements 

only. 

However, to the best of our knowledge exclusive focus of a survey on automatic text classification 

of proposal documents (RFP) is not visible in the literature. Therefore, this survey focuses on the area 

of automatic processing of proposal documents using Artificial Intelligence techniques. 

Exploring Different Domains Using Automated Classification for their Requirement Documents 

The possibility of classifying and comprehending the requirements for the tender documents or RFP 

has been explored for various domains. Given the unique nature of requirements in form of usage of 
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text information in each domain, such as the legal or technology domain, even a sizeable amount of 

evidence on text classification present in the literature appears inadequate. This variance in the 

standards for sizing the requirements for formulation of a common scale has posed a long-standing 

challenge to the research community. In this section, domain-wise classification of work is presented 

with respect to proposal documents at the early project management stage. 

A. Legal Domain 

The legal domain has extensive usage of documents involving complex terminology and technical 

phrases. To extract meaningful information from these documents is time and effort intensive. 

Sequential classification is used to extract clauses from the legal contract by identifying paragraph 

boundaries in the raw text data in order to extract semantically useful information [59]. In any business 

domain, the text contained in the relevant legal documents involves crucial information related to 

various entities that may be a part of data privacy protection. Such entities are identified in legal 

documents using information Retrieval, Information Extraction, Natural Language Processing (NLP), 

and Ontology [60]. Further, to classify the text contained in the legal documents, text summarizing of 

these documents using context free grammar rules was used to extract information related to various 

clauses [61] [62] studies legal text to extract contract elements using machine learning techniques 

including logistic regression and support vector machine. 

B. Railway Domain 

During the tendering process when bid-related documents (RFP-Request for proposal are assessed, 

the process is time intensive and usually dependent on human expertise. [63], here author focuses on 

understanding the patterns in the requirements and also classifies the requirements into definitive 

requirements or prose. A similar idea is automatically implemented using an expert system [64] to 

automatically extract the requirements. The extracted requirements are further assigned to a specific 

enterprise system; a scoring system is also suggested to specify the significance of a requirement. 

C. Construction Domain 

One of the prominent domains where NLP and Machine learning are extensively used to understand 

the requirements in the document is a construction domain [65]. 

D. Technology Domain 

Although technology is being used in every domain, but this separate subsection considers those 

proposal documents which especially are used for the development of IT projects. The authors [66], 

analyze RFPs of IT projects using NLP and machine learning and extract information on emerging 

technologies that are used for the development of software projects. 

E. Healthcare Insurance 

Healthcare proposal documents analysis are also identified in literature. [66] Proposes an automated 

framework to analyze RFP responses, a scoring methodology using machine learning Bi-LSTM based 

on the regression model. This model explores the responses of RFP documents that enable scores of 

the section which impacts positively and negatively on the proposal response. 

Open Challenges in Automated Classification Research 

Understanding data from unstructured documents consumes a lot of time for an organization. AI-

based techniques can help in easing out this process. However, these techniques still possess certain 

challenges. In this paper, we are specifically looking at a type of unstructured documents used in 

project management at a very early stage of project development namely proposal/contract documents. 

The challenges of automated classification of contract documents are co-related with the challenges of 

classifying unstructured text data. Techniques for text classification have been explored, also its 

implementation in various fields, despite this fact the area of classification of requirements in the 

bidding/proposal stage faces certain challenges. Some challenges which need to be addressed so that 

many organizations can be benefited are: 
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(a) Data Set Requirements: In order to take better decisions for the growth of any organization, 

One of the important phases is to understand and accept the correct type of projects. To do so a huge 

volume of data past and present is required to take the train and test the system effectively then only 

we can step forward in the scoring of responses based on historical responses too. 

(b) Domain and expert dependency - A huge dependency from domain-specific expert validation 

is to be combated, however for that a large knowledge base per domain is to be developed. 

(c) Standard format across domains and organizations: There is no standard format for the proposal 

documents viz. RFP, RFQ, etc. Other challenges in the textual documents are existing taxonomies, 

keywords, and acronyms to ensure we work on clean data so as to achieve document classification and 

summarizing. 

 

Proposed Framework 

The Research questions addressed here helped us in understanding the concept, its relevance, and its 

usage in various domains. Based on our study we propose a framework for the software project 

proposal documents (RFP) of the e-governance domain. 

A. e-governance: e-governance signifies the application of information and communication 

technology to provide various services offered by the government. In India initiative of e-governance 

began around the 1970s with the department of electronics and further with the National informatics 

center. In 2006, the National e-governance plan by the department of electronics and IT came up with 

an umbrella program to prepare India for a knowledge-based transformation with 21 mission mode 

projects including healthcare, education etc. One such mission mode project is e-procurement; whose 

objective is to provide a one-stop for all services related to government procurement. Now various 

components are there underneath this which includes e-purchasing, e-tendering, e-ordering, e-

invoicing, etc. This lead to a simple, transparent system for all the stakeholders involved which 

included purchasing department, accounting department, end-user placing the orders, etc. 

In the e-tendering system, a tender is used which can be described as an offer to perform some task at 

predetermined prices. These tenders are issues in the form of Request for proposal(RFP), Request for 

Quotation(RFQ), Request for Information(RFI) documents. Requests for proposals are basically an 

invitation for suppliers often through a bidding process to submit a proposal on a specific commodity 

or service. These e-governance-related RFP documents become the object of our interest as the input 

data sets. RFPs outline the requirements of purchasers, including their contractual and legal 

requirements, technical and functional requirements, and bid procedure and commercial specifications. 

Under the life cycle of the e-procurement process when RFP is published by a company that requires 

services, various vendor provides responses to stated requirements in the form of question and answers. 

Based on the responses received a selection of vendors takes place. Thus, it becomes an utmost 

significance for a vendor to create a response that caters to the technical, and nontechnical 

requirements, and also the suggested cost is low. Which may lead to favorable chances of winning the 

bid. Hence, we propose a framework for the e-governance domain. which can extract technical, 

economical and various other important information from these RFP documents and subsequently 

assess the managerial and economical benefit of the same w.r.t to the organization. 

B. Steps of Proposed Framework for e-governance domain 

We propose a 2-dimensional framework, Under the first dimension, an AI model is used to extract 

information that includes  

1. Collection of data set- RFP documents of e-governance domain. As the e-governance domain in 

itself is huge, it comprises several subdomains. Selection of a particular sub-domain RFP.  

2. Data Pre-processing and Validation  
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3. In order to find the algorithm that provides the most insight from the data, model building is 

frequently an iterative process that involves many rounds of testing. Deep Learning Model selection 

is required to retrieve quick and accurate information extraction from documents, it will be used to 

assess how accurately information is extracted from RFPs.  

4. Further information filtering system will be built to give preferred responses to a set of questions 

appearing in the RFPs.  

Under the second dimension of the proposed work, the predicted output will be studied to understand 

the following points:  

1. How easily we can create a response to recurring or similar requirements?  

2. How much cost and time are saved in this process which leads to quick response generation and 

how it might contribute to winning the bid?  

3. How well a skillset can be shared to generate the solution response for an RFP. 

 

Limitations of The Study 

This paper presents a review of the application of Artificial Intelligence to fetch information from 

proposal documents. The authors have reviewed (Put number) papers that have used various NLP and 

ML/DL techniques and other models to extract the requirements out of proposal documents. An 

attempt is made to look at the literature critically with respect to sample size, accuracy value, and 

algorithms used in the study and the findings. The work studied for the survey is summarized in tables. 

The limitation of the work is that the author has tried to retrieve relevant data regarding the domain 

however, the uncertainty of not including all the possible related searches is a possibility. Also, the 

proposed framework for the e-governance domain is still in the planning phase, experimental setup 

and findings are future plans of the work. 

 

Conclusion 

Understanding and extracting requirements for a project is an integral task for any project management 

team. In this paper, we assessed the current state of the art related to the automatic processing of 

requirements from proposal documents for project development. We analyzed data found in the 

literature related to the automatic extraction of requirements from requirement documents at the 

proposal stage of the project management life cycle. We characterized the work done on different 

business domains and identified AI-based techniques used by each of them. As the required 

identification and understanding have an acute effect on project development, we closely reviewed the 

related engineering practices using natural language processing and machine learning. We observed 

that the automation task so far has been specific to the business domains, which gives us a clear 

indication that many other domains viz. Banking, government, etc can be explored in near future. 

Extraction of information for such documents will not only ease the process of making early decisions 

without human intervention but it will also help in making strategic decisions and analysis of the nature 

of projects and requirements coming over the year which results in deciding how we can distribute and 

utilize our resources too. Literature indicates that developments in requirements engineering pertaining 

to e-governance projects have not been explored. This survey, in our opinion, can act as the main 

investigator for understanding the need of characterizing requirements for e-governance projects and 

also understanding the effect on the project development life cycle.  

As future work, we plan to implement the reviewed concepts and strategies in industrial settings for 

e-governance projects, and hence visualize the effect of automation and study the impact of the same 

on the overall project development cycle. 
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