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Abstract 

EEG records electrical activity that occurs on scalp and this activity have been shown to be a reflection 

of the activity that occurs on the surface layer of the brain beneath. The quality of the EEG signal has 

been the subject of a significant number of studies. The capacity to perceive the emotional states that 

were present in other people was the primary focus of this investigation. In spite of fact that earlier 

research took a significant amount of time & produced inaccurate results, a solution has been 

identified. According to the findings of this research, the system also has a highly restricted potential 

to both adapt and grow. It is of the utmost importance that we create a comprehensive approach for 

analysing EEG signals. It is essential to remove data from the database that is no longer relevant to 

improve both accuracy & speed of the process. As part of this project, research is being conducted on 

LSTM, as well as the processing of EEG data and the identification of emotions. In order for 

researchers to have a better understanding of how to recognise emotions, they need to first investigate 

previous system that was used & elements that led to its success. It is recommended that LSTM and 

overhead reduction be combined into a single process in order to accelerate processing while also 

enhancing accuracy. The proposed work is evaluated in terms of its correctness and performance in 

comparison to the prior work. 
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I. Introduction 

The field of BE has been investigating BCI for many decades. Potentially groundbreaking new 

technology might soon be controlled by humans by altering their brain waves. The vast majority of 

BCI apps were made with non-invasive signal processing in mind, making them simple to use in 

practical settings. Word spellers and wheelchair controls are only two examples of the many BCI 

applications built on top of EEG data that have been very well received. BCI has potential applications 

beyond just controlling electronics with thought, though. Emotion recognition is one application. There 

is hope that the communication gap between people and robots may be narrowed with the use of 

algorithms that can automatically recognise and classify human emotions.  

 

1.1 Electroencephalogram (EEG) 

EEG is a technique that records a person's brain's electrical activity by placing electrodes on their scalp. 

This activity has been demonstrated to reflect the larger-scale processes occurring in the brain's cortex. 

They are painless and simple to put into the scalp. When invasive electrodes are used for 

electrocorticography, the process is referred to as "intracranial EEG." EEG is used to quantify the ionic 

currents generated by neurons in the brain. In EEG, electrical brain activity is recorded in real time by 

electrodes placed on the scalp. Event-related potentials and spectrum analysis of the EEG are two 

diagnostic tools for studying the brain's electrical activity. The second class of researchers focuses on 

the frequency domain study of neuronal oscillations. When looking for epilepsy, abnormalities in EEG 

data are often used.  
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This test might be used to assess the depth of anaesthesia or the reason of a patient's coma. EEG has 

been mainly superseded by MRI and CT scans for the diagnosis of BT, strokes, and other specific 

illnesses. EEG may still be used for studies and diagnoses despite its low spatial resolution. Due to its 

temporal resolution in the millisecond range, this is the only portable technology suitable for 

application. ERPs are averaged EEG responses time-locked to more complex information processing 

and are widely used in the fields of CS, CP, and psychophysiology. 

 
Figure 1: Electroencephalography Archives (EEG) 

 

1.2 LSTM 

RNNs using the LSTM architecture are used. LSTM uses feedback connections, making it different 

from standard feed forward NN. It can handle single data points or whole data sequences. LSTM might 

be used for a wide variety of tasks, including pattern identification in network traffic, voice recognition, 

and even writing recognition. The typical LSTM cell consists of an input gate, an output gate, and a 

forget gate. To store information for later recall, the cell has three gates that control entry and exit. It 

is common for time series that are amenable to the classification, processing, and prediction activities 

carried out by LSTM networks to include gaps of uncertain length between pivotal events. 

 
Figure 2: LSTM neural network 

Training conventional RNNs may lead to a vanishing gradient, which inspired the development of 

LSTMs. When compared to other sequence learning approaches like RNNs and hidden Markov 

models, LSTMs have several benefits. An RNN equipped with LSTM units may be taught supervisedly 

to calculate the gradients required during the optimisation process by using a set of training sequences 

and an optimisation approach, such as gradient descent combined with back propagation over time. 

Because of this, we may adjust the LSTM network's parameters depending on the derivative of the 

error. 



[ 

 

Industrial Engineering Journal 

ISSN: 0970-2555   

Volume : 52, Issue 10, No. 1, October : 2023 
[ 

 

UGC CARE Group-1,                                                                                                                 3 
 

 

1.3 Over Head Reduction in LSTM from Dataset 

In computing, "overhead" refers to the supplementary or indirect expenditure of time, data storage, 

network throughput, or other resources. This is an unusual example of the engineering of overhead. 

Overhead might be a deciding element in software design choices like error handling and feature 

addition. Overhead in computers may be seen in things like OOP, functional programming, data 

transport, and data structures. Researchers may measure network overhead by observing the number 

of bytes added to a fixed-size data transmission as it travels across the network. "Communication 

overhead" refers to the overall quantity of data packets that must be sent between two nodes. The time 

required for the routing process, the routing database, and the preparation of packets is included. The 

virtual machine's frame buffer and other virtualization data structures, such as shadow page tables, are 

kept in overhead memory. The quantity of overhead memory varies with number of virtual CPUs and 

the memory configurations of the guest operating system. 

 

1.4 Emotional Detection 

Human emotion detection and recognition may make use of technologies. The use of emotion detection 

strategies in the interactions between intelligent systems and people is on the rise. It's crucial that the 

systems respond and behave in accordance with the user's emotional state. To examine the differences 

between GF, HOG, and LBP, they conducted an experiment. Several well-established ML techniques 

were used to measure emotional ferocity. Potential employees' emotional states and reactions to 

queries may be gauged with the use of emotion recognition software during the interview process. 

Possible future applications and interviews might benefit from this information. Valence and arousal 

level are the building blocks of an emotional model. The valence of an individual influences whether 

they are attracted to or repelled by a certain stimulus. You may get anybody from a downer to a high 

roller. Depending on the person, the condition of being awake or receptive to stimuli may be either 

passive or active.  

 

II. Literature Review 

According to research by Ke Zhang et al., multimodal emotion recognition in ERC has been more 

popular in recent years.One challenge for real-time ERC is research that requires the whole dialogue 

in order to derive meaning from video clips. The study presented here proposes an RL and domain 

expertise (ERLDK) based multimodal emotion recognition model for conversational videos, which 

differs from the current state of the art. Real-time ERC execution in ERLDK is possible because to 

RL. The following quote is part of a multimodal context in the historical utterance corpus, and is 

represented by an emotion-pair. To learn the proper reaction to the different emotions, recurrent unit 

layers in DQN are gated. The aforementioned data on emotional pairings serves as a seed for mining 

a publically accessible dataset in search of relevant domain knowledge. To test how well the RL 

module is doing, a new dataset is constructed using the learned domain information. The weighted 

average and the majority of various forms of emotional expressions have shown improvement with 

ERLDK in experiments. [1] 

Knowing what drives people is crucial to any study of human behaviour. Our English word 

"motivation" originates from Latin word "movere," which meaning "to move." Justifications for our 

behaviour are common. Is there a specific reason you desire to attend college, and what are your plans 

to do so? Getting a better job, meeting new people, and impressing one's parents are all common 

reasons for going back to school after a long break. Perhaps one of these factors had a role in your 

decision to go back to school. The ability to predict people's behaviour depends on understanding what 

drives them. As a consequence, since the degrees of motivation are always the same, we can predict 

behaviour in many different settings. [2] 
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In the first ever large-scale experiment of its kind, Parag Chordia et al. recognised rags. The melodic 

patterns that make up each raga are what give Indian classical music its basis. To create a system that 

can identify and differentiate between various rhyming patterns, we immediately compute PCD and 

PCDD from the audio input. The algorithm was trained and tested using more than 20 hours of recorded 

performances from 19 different artists in 31 distinct raags. We used support vector machines, support 

vector networks, and RFs to classify the data. We also used Random Forests and the MAP rule. In a 

cross-validation test, the accuracy of categorising 60s era portions achieved 99.0 percent. The accuracy 

rate was 75% in a more challenging, undercover generalization test. This study demonstrates that PCDs 

and PCDDs can tell rags apart even when there are only subtle differences in the melodies. Based on 

studies of EEGs, Six healthy participants were studied by analysing their EEGs after experiencing 

various emotional stimuli. Research presented visually-based experiment. Six statistical characteristics 

are generated from EEG data, and a neural network is utilised to define human emotions. Anger, grief, 

surprise, excitement, and apathy were all noted throughout the study. This yields a 95% accuracy rate 

in categorization. [4] 

A joint proclamation by Arturo Nakasone, user's ability to be evoked and detected emotional states is 

becoming more important in games and e-learning systems. This study suggests that EMG and skin 

conductance might be used to detect emotions in real time. An emotion identification component 

developed in tandem with the University of Bielefeld enabled real-time emotion detection in a gaming 

scenario between a human player and a 3D humanoid being dubbed Max. [5] 

Joseph Moreno, provided examples that a music therapist may generalize from to make musical 

interventions that work for any client group, regardless of their musical background. When 

incorporating music from beyond the Western canon into music therapy, there are a few things to keep 

in mind. The interconnectedness of music, painting, dance, and drama is especially clear in religious 

cultures. The music played during these rituals not only serves as an aesthetically pleasing background, 

but also has significant therapeutic value. There is a long history of non-Western civilizations using 

various forms of art and literature in their music. This unconventional viewpoint on the arts has the 

potential to make cooperation amongst Western culture's many artists easier to achieve. Music 

therapists often tailor the music they play to the preferences and traditions of their patients. This 

strategy will undoubtedly help them connect with customers that have a similar musical and cultural 

background. [6] 

Long-term, extreme stress may cause or exacerbate a wide range of ailments, including mental 

problems, suggests a recent research by Takuto Hayashi et al. (2018). This study use EEG and ECG 

to inquire into the viability of employing objective physiological responses as surrogate measures of 

stress. The twenty-two healthy participants' replies were used to produce two types of stress. DFT 

analysis was used to EEG and ECG data gathered during emotionally stressful activities with both 

auditory and visual input. After experiencing emotionally unpleasant stimuli, those in the non-stress 

group showed more beta activity in the frontal regions than those in the stress group. The brains and 

bodies of those who experience less stress seem to be more resilient to the effects of stress. [7] 

Study's explanation relied on a summary by Murugappan Murugappan (2010), employed several EEG 

channels to identify human emotions. For the objective of inducing various emotions via audio-visual 

means, more dynamic emotional material has been created. Twenty participants were wired up with 

64 electrodes using the International 10-10 system to record their brain activity. The SL filtering 

method (DWT) allows for the decomposition of raw EEG data into alpha, beta, and gamma frequency 

bands. To identify emotions, they used the "db4" wavelet function and the EEG data to create a set of 

standard and modified energy-based characteristics. KNN and LDA, two basic pattern classification 

algorithms, are used to categorise feelings. ALREE outperforms conventional features in terms of 

classification accuracy, with an average of 83.26 percent using KNN and 75.21 percent using LDA, 
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according to experimental results. To demonstrate the efficacy of our emotion recognition system, we 

use the average and subgroups of emotions categorization rates of these two classifiers. [8] 

Human stress questionnaire data was compared using EEG Power Spectrum beta and alpha bands, a 

method developed by researchers such as Noor Hayatee Abdul Hamid (2010). Cohen's PSS was used 

to measure stress levels. After 13 participants completed the stress questionnaires, we immediately 

began collecting their EEGs. The ratio of Beta to Alpha power was associated with the stress rating 

scale. The results of the study were adversely connected with a higher ratio of the EEG Power 

Spectrum to the PSS. New evidence reveals that PSS and a ratio of EEG Power Spectrum may be used 

to reliably measure stress in humans. [9] 

Authors: Elizabeth A. Stanley et al. Recent military deployments have sparked a renewed interest in 

preventive measures to lessen the negative effects of chronic stress on mental and physical health. 

Mindfulness training has been demonstrated to be effective in reducing stress. Here we examine the 

results of predeployment MMFT for a Marine detachment. Researchers analysed the factors that 

contributed to participants' levels of mindfulness and stress, as well as the length of time they spent 

engaging in mindfulness practises. Higher levels of self-reported mindfulness were associated with 

more practising time, and lower stress levels were associated with higher levels of mindfulness. [10] 

Authors Ann Hackmann and others in 2011 In order to help those suffering from PTSD, this article 

gives an introduction of how photographs may be utilised to alter meanings and bring relief. The 

phenomenology of this condition is often defined as the patient having recurring dreams about the 

traumatic event, with each dream showing an event that posed a threat to the patient's well-being. A 

barrage of disconcerting, alarming, and unpleasant sensory fragments appears out of nowhere, 

signalling the presence of a potentially dangerous situation. The function of images as a therapeutic 

focus is emphasised in the investigation of theoretical concepts of the long-term effects of PTSD. The 

authors then finish by assessing the probability of spontaneous cognitive change and ways for eliciting 

further meaning alterations associated with "hot zones" in memories. The training includes strategies 

for erasing false memories and voicing feelings associated with trauma. Also included are strategies 

for addressing traumatic recollections from one's formative years. [11] 

Research by J. Wild (2011) showed that people with social anxiety have negative perceptions of 

themselves, which may be linked to recollections of traumatic events from their formative years. More 

and more CBT methods are including imagery of unpleasant or upsetting past events. When compared 

to a control group, those who participated in imagery restriping had greater improvements in their 

levels of positive attitudes, memory pain, worry about unfavourable evaluation, and social anxiety. 

This article provides extensive detail on the restripping method we use. [12] 

Table 1: Literature Survey 
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Table 2: Comparative Analysis of Feature of Existing Researches 

Citation EEG Signal Imagery Rescripting Music Therapy Emotion Detection 

[1] No No No Yes 

[2] No No No Yes 

[3] No No No Yes 

[4] Yes No No Yes 

[5] No No No Yes 

[6] Yes No No Yes 

[7] Yes No No Yes 

[8] No No No Yes 

[9] No Yes No Yes 

[10] No Yes No No 

 

III. Problem Statement 

The reliability of EEG signals has been the subject of several investigations. The researchers' goal with 

this study was to improve their ability to read people's emotions. Despite the fact that the first 

investigation took a long time and yielded erroneous results, a solution has finally been found. 

However, these probes were limited in both scope and adaptability. A state-of-the-art system capable 

of identifying emotions is necessary for processing EEG data. One further technique to improve 

precision and efficiency is to get rid of extraneous data. 

 

IV. Research Methodology 

Emotional identification, overhead processing, and EEG signal processing using LSTM are all part of 

the proposed study. In order to better understand consumer behaviour, researchers are concentrating 

on the emotional detection elements that are at play. 
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Figure 3: Proposed Research Methodology 

Scalability, influence factors, dependability, and adaptability are only few of the issues that the 

proposed study is dealing with. In light of the proposal of a unique technique that should be capable 

of recognizing human emotions via behavior analysis. To determine whether or not null hypothesis is 

valid, researchers are using LSTM approaches. We will use Emotion recognition based on DEAP 

dataset. 

Scalability and adaptability are the goals of this effort, which aims to use LSTM to identify emotional 

states. Emotion detection and behavior analysis are combined in a novel way using LSTM algorithms. 

Collecting data before it is filtered and used to LTSM mechanisms is the last recommended work step. 

 

V. Proposed Work  

Proposed work has considered LSTM model with data filtering approach while conventional approach 

used decision tree, SVM, KNN without pre filtering operation. Thus the limitation of conventional 

approach was time consumption along with lack of accuracy. Simulation environment used in case of 

proposed work is Matlab. Several factors that are influencing accuracy and performance during 

simulation are considered.  

 
Figure 4: Process flow of proposed work 

• LSTM layer: Our study is considering the LSTM mechanism, which employs deep learning and 

feedback connectivity, to train the network. Proposed model uses LSTM networks to perform 

classification using HL, DL, fully connected layers, and classification layers. The supplied EEG data 

has been processed, and predictions have been made, using the LSTM technique. 

• Dropout layer: It is possible to detect over fitting in the plotting phase by inspecting the validation 

loss. As the model receives more and more practice, its peculiarities become more apparent. The 

training process loses its ability to effectively incorporate novel data after a certain period of time has 

passed. This information may represent a cross-section of the population or a specific subset. When a 

model fits the training data and validation data too well, it is said to be over fitting. 

• Fully connected layer: When an input is being multiplied by a weight matrix in a fully linked layer. 

Following that, a bias vector is included. The Fully Connected Layer (output size) function may be 
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used to get access to the proposed work's fully connected layer, which has the Output Size property 

set. 

 
Figure 5: Process flow for proposed work for EEG classification using LSTM 

 

• Softmax: In a neural network, this is the activation layer for the final hidden layer. Rather of using 

the ReLU, sigmoid, or tanh activation function, this is used instead. The output of the previous layer 

must be transformed into the neural network's input, which is why the Softmax layer is essential. 

Typically, the neural network layer provides assistance for softmax to be carried out shortly before 

output layer. Same number of nodes should be used in this layer as in output layer. 

• Classification layer: It is widely agreed that classification is where neural networks are being 

studied and used the most. Separating massive datasets into distinct classes in order to develop a rule 

set makes classification an essential feature. Then classification supports the making of the decision, 

recognition of pattern, and reduction of dimensionality and mining data. In proposed research 

classification has helped in separating the dataset to produce rules to train the model for EEG signal 

classification. During testing, decisions have been made on the bases of these produced rules. 

• Batch size: The batch size has been considered as a hyper parameter. It is defining counting of 

samples to perform the task before modifying parameters inside the internal model. Batch is considered 

as a loop. It is iterating multiple samples to perform a prediction operation. Predictions are compared 

to expected output variables and error is found in the batch. 

• Gradient threshold: The parameters are separated by commas and given as a pair. Both Gradient 

Threshold and a positive scalar make up this. Using the Gradient Threshold Approach, the gradient is 

"clipped" if it is larger than the specified threshold value. 

• Epoch: Several epochs are considered as hyper parameter. These are defining the time count. This 

time count belongs to learning algorithm. It represents time counter for learning algorithm that works 

over complete dataset used for training purpose. Epoch is representing every sample in dataset used 

for training have change to modify parameters in internal model. Epoch is composition of multiple or 

single batches. E.g. Epoch that has single batch is known as batch gradient descent learning 

mechanism. 
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• Batch v/s Epoch: Batch size has been considered as number of samples. These samples are 

processed before model is modified. Counting of epochs is the counting of overall processing pass 

during training of dataset. Size of batch should be greater or equal as compare sample count present in 

dataset used for training. Counting of epochs is set as integer value from one to infinity. Operator 

might execute the application according to his requirement and stop it with support of criteria in 

addition to epoch count.  

• Learning Rate: This is what we call a "hyper parameter" that may be adjusted. Specifically, it's 

regulating the degree to which the model is tweaked in light of the estimated inaccuracy. When training 

neural networks, the learning rate is used whenever tiny positive values are available. This range of 

positive numbers starts at zero and ends at one. Model adaptation problems are within the control of 

learning rate. In context of proposed work, the rate of learning is 0.001. 

 

VI. Result And Discussion 

EEG dataset has been captured from .CSV file for classification. After getting data signal are visually 

presented as follow 

 

6.1 Signal Classification for EEG 

Following figure is presenting visual graph of EEG signals different emotions are presented with 

different colour. Negative emotion are presented by red where as positive are presented by green. Blue 

is presenting neutral emotions.  

 
Figure 6: Visual presentation of EEG Signals 

6.2 Training and testing 

In case of proposed Hybrid LSTM training accuracy, test accuracy, validation accuracy, training loss, 

test loss, validation loss has been considered for SVM, NAÏVE, LSTM and Proposed hybrid LSTM 

model. 
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Figure 7: Comparison of training, testing, validation accuracy and loss for SVM, NAÏVE, 

LSTM and Proposed hybrid LSTM model 

Testing operation made using conventional LSTM model and 1000 signal have been considered for 

each class. Confusion matrix for conventional LSTM has been shown in table 3. 

Table 3 Confusion matrix in case of conventional LSTM model 

 Class 1 Class 2 Class 3 

Class 1 947 21 24 

Class 2 19 953 15 

Class 3 34 26 961 

 

6.3 Accuracy parameters for conventional work 

Following table is presenting the accuracy, recall, precision and f1 score for proposed work 

considering table 4.  

Results 

TP: 2861 

Overall Accuracy: 95.37% 

Table 4 Accuracy parameters for conventional work 

Class Accuracy Precision Recall F1 Score 

1 96.73% 0.95 0.95 0.95 

2 97.3% 0.97 0.95 0.96 

3 96.7% 0.94 0.96 0.95 

Testing operation made using proposed hybrid LSTM model and 1000 signal have been considered 

for each class. Confusion matrix for proposed hybrid LSTM has been shown in table 5. 

Table 5 Confusion matrix in case of proposed LSTM Model 

 Class 1 Class 2 Class 3 

Class 1 974 12 14 

Class 2 9 977 9 

Class 3 17 11 977 
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6.4 Accuracy parameters for proposed work 

Following table is presenting the accuracy, recall, precision and f1 score for proposed work 

considering table 6.  

Results 

TP: 2928 

Overall Accuracy: 97.6% 

Table 6 Accuracy parameters for conventional work 

Class Accuracy Precision Recall F1 Score 

1 98.27% 0.97 0.97 0.97 

2 98.63% 0.98 0.98 0.98 

3 98.3% 0.97 0.98 0.97 

 

6.5 Comparison analysis 

Considering table 4 and table 6, accuracy, precision, recall, F1-score have table have been obtained 

Table 7 Comparison of Accuracy 

Class Conventional work Proposed work 

1 96.73% 98.27% 

2 97.3% 98.63% 

3 96.7% 98.3% 

Considering table 7 comparison of accuracy has been made for conventional and proposed work. 

 

 
Figure 8: Comparison of accuracy 

2. Precision 

Table 8 Comparison of Precision 

Class Conventional work Proposed work 

1 0.95 0.97 

2 0.97 0.98 

3 0.94 0.97 
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Figure 9: Comparison of Precision 

3. Recall value 

Table 9 Comparison of Recall value 

Class Conventional work Proposed work 

1 0.95 0.97 

2 0.95 0.98 

3 0.96 0.98 

 

 
Figure 10: Comparison of Recall value 

 

4. F1-score 

Table 10 Comparison of F1-score 

Class Conventional work Proposed work 

1 0.95 0.97 

2 0.96 0.98 

3 0.95 0.97 
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Figure 11: Comparison of F1-score 

 

VII. Conclusion 

The scalp's electrical activity is a mirror of the activity in the brain's surface layer below, as revealed 

by EEG. The reliability of EEG signals has been the subject of several studies. Finding out how the 

participants were experiencing was the driving force for this study. There is a path ahead, despite 

inconclusive and incorrect earlier studies. As seen by the numbers, the system's ability for growth and 

adaptation is also minimal. Complex analytical procedures are required for EEG emotional state 

detection. If you want a more secure and speedier database, you should also delete unnecessary or 

outdated information. Processing of EEG signals, LSTM overhead, and emotion recognition are the 

primary areas of investigation. Scientists need to understand the system that came before emotion 

detection in order to gain a hold on it. Specialised LSTM algorithms should be used to incorporate 

overhead in a manner that boosts performance without compromising precision. Accuracy and 

efficiency are evaluated by comparing the planned and completed tasks. 

 

VIII. Future Scope  

An interesting new possibility, DL for emotion identification has the potential to provide users more 

trustworthy, safe, and objective results. Since there is a large spectrum of possible emotional responses 

from individuals, emotional recognition issues may be addressed from above. A trustworthy ML model 

for emotion identification is essential for solving urgent problems, and LSTM makes it possible for 

many users. 

 

References 

[1] K. Zhang, Y. Li, J. Wang, E. Cambria, S. Member, and X. Li, “Real-Time Video Emotion 

Recognition based on Reinforcement Learning and Domain Knowledge,” pp. 1–14. 

[2] B. Motives, P. Motives, E. Expression, and E. Labeling, “Motivation and Emotion.” 

[3] P. Chordia and A. Rae, “RAAG RECOGNITION USING PITCH-CLASS AND PITCH-CLASS 

DYAD DISTRIBUTIONS.” 

[4] U. Tunku and A. Rahman, “Classification of Human Emotions from EEG Signals using Statistical 

Features and Neural Network.” 

[5] A. Nakasone, H. Prendinger, and M. Ishizuka, “Emotion Recognition from Electromyography and 

Skin Conductance,” pp. 1–4. 

[6] J. Moreno, “Multicultural Music Therapy : The World Music Connection,” no. 1, pp. 17–27, 1988. 

[7] C. Paper, T. Hayashi, O. General, R. Ishii, and A. Municipal, “Anterior brain activities related to 

emotional stress,” no. May 2014, 2008. 

0.935

0.94

0.945

0.95

0.955

0.96

0.965

0.97

0.975

0.98

0.985

1 2 3

F1
-s

co
re

Class

Conventional work

Proposed work



[ 

 

Industrial Engineering Journal 

ISSN: 0970-2555   

Volume : 52, Issue 10, No. 1, October : 2023 
[ 

 

UGC CARE Group-1,                                                                                                                 15 
 

[8] A. Grewal and A. Shekar, “The Development of an Electronic Stress Relief Device that Monitors 

Physical Activity,” pp. 2–4, 2008. 

[9] A. Sharma and R. Singh, “Combating Educational Stress in Adolescents : The Miraculous Role of 

Chanting Mantras,” vol. 1, no. 1, pp. 25–37, 2009. 

[10] M. Murugappan, N. Ramachandran, and Y. Sazali, “Classification of human emotion from 

EEG using discrete wavelet transform,” vol. 2010, no. April, pp. 390–396, 2010, doi: 

10.4236/jbise.2010.34054. 

[11] N. Hayatee, A. Hamid, N. Sulaiman, S. Armiza, M. Aris, and Z. H. Murat, “Evaluation of 

human stress using EEG Power Spectrum Evaluation of Human Stress Using EEG Power Spectrum,” 

no. June, 2010, doi: 10.1109/CSPA.2010.5545282. 

[12] E. A. Stanley, J. M. Schaldach, A. Kiyonaga, and A. P. Jha, “Mindfulness-based Mind Fitness 

Training: A Case Study of a High-Stress Predeployment Military Cohort,” Cogn. Behav. Pract., vol. 

18, no. 4, pp. 566–576, 2011, doi: 10.1016/j.cbpra.2010.08.002. 

[13] A. Hackmann, “Imagery Rescripting in Posttraumatic Stress Disorder,” Cogn. Behav. Pract., 

vol. 18, no. 4, pp. 424–432, 2011, doi: 10.1016/j.cbpra.2010.06.006. 

[14] J. Wild and D. M. Clark, “Imagery Rescripting of Early Traumatic Memories in Social Phobia,” 

Cogn. Behav. Pract., vol. 18, no. 4, pp. 433–443, 2011, doi: 10.1016/j.cbpra.2011.03.002. 

[15] G. Yang, “Study of Emotion Recognition Based on Surface Electromyography and Improved 

Least Squares Support Vector Machine,” vol. 6, no. 8, pp. 1707–1714, 2011, doi: 

10.4304/jcp.6.8.1707-1714. 

[16] S. Yang and G. Yang, “Emotion Recognition of EMG Based on Improved L-M BP Neural 

Network and SVM,” vol. 6, no. 8, pp. 1529–1536, 2011, doi: 10.4304/jsw.6.8.1529-1536. 

[17] G. Valenza and E. P. Scilingo, “Emotion Recognition Based on DEAP Database using EEG 

Time-Frequency Features and Machine Learning Methods Emotion Recognition Based on DEAP 

Database using EEG Time-Frequency Features and Machine Learning Methods,” 2020, doi: 

10.1088/1742-6596/1501/1/012020. 

[18] A. S. Aljaloud, H. Ullah, and A. A. Alanazi, “Facial Emotion Recognition using Neighborhood 

Features,” vol. 11, no. 1, pp. 299–306, 2020. 

[19] D. Ss, “A review on deregulation of power system,” no. May, 2020, doi: 

10.37896/whjj16.05/063. 

[20] F. E. Recognition, “Facial Emotion Recognition,” no. 1, pp. 1–5, 2021. 

[21] Y. Wan, H. Ni, E. Tensile, and A. A. Mochtar, “Emotion Recognition Using Convolutional 

Neural Network ( CNN ) Emotion Recognition Using Convolutional Neural Network ( CNN ),” 2021, 

doi: 10.1088/1742-6596/1962/1/012040. 

[22] R. Chaudhary, R. A. Jaswal, and S. Dhingra, “Emotion Recognition Based on EEG using 

DEAP Dataset,” vol. 08, no. 03, pp. 3509–3517, 2021. 

[23] H. O. F. Information, “Handbook of information 2021,” 2021. 

[24] S. Kaur and N. Kulkarni, “Emotion Recognition – A review,” vol. 16, no. 2, pp. 103–110, 2021. 

[25] W. Sato, K. Murata, Y. Uraoka, K. Shibata, and S. Yoshikawa, “Emotional valence sensing 

using a wearable facial EMG device,” Sci. Rep., pp. 1–11, 2021, doi: 10.1038/s41598-021-85163-z. 


