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Abstract. Artistic Neural Style Transfer (NST) has emerged as a captivating intersection of artificial intelligence and 

visual arts, enabling the fusion of content and style from diverse images to produce captivating compositions. This abstract 

explores the essence of NST, its underlying mechanisms, and its myriad applications. We embark on a journey through the 

evolution of NST algorithms, from early optimization-based methods to deep learning architectures inspired by the human 

visual cortex. Through an examination of key techniques such as feature extraction, style representation, and loss function 

design, we unravel the intricate process of generating artistic imagery with neural networks. Additionally, we delve into the 

diverse applications of NST, ranging from artistic expression and photo manipulation to the synthesis of novel visual 

content. We highlight the transformative impact of NST in fields such as digital art creation, advertising, and virtual reality, 

where it enables unprecedented levels of creativity and visual storytelling. Furthermore, we discuss the challenges and 

opportunities in advancing NST, including the need for improved style transfer fidelity, scalability to high-resolution 

images, and user-centric customization. Through this abstract, we aim to inspire further exploration and innovation in the 

realm of artistic neural style transfer, fostering interdisciplinary collaborations and pushing the boundaries of computational 

creativity. 

 

 

1 Introduction 

 

Artistic Neural Style Transfer (NST) stands at the forefront 

of the intersection between artificial intelligence and visual 

arts, revolutionizing the way we perceive and create images. 

Rooted in deep learning methodologies, NST enables the 

seamless amalgamation of content and style from disparate 

sources, transcending traditional artistic boundaries to 

produce mesmerizing compositions. This introduction 

serves as a gateway to understanding the intricacies, 

innovations, and implications of NST in the realm of 

computer vision and creative expression. 

 

 

 

In recent years, NST has garnered widespread attention for 

its ability to imbue images with artistic flair, mimicking the 

styles of renowned painters, iconic artworks, or even 

arbitrary visual patterns. At its core lies the aspiration to 
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democratize artistic creation, empowering both amateurs 

and professionals to unleash their creativity through the 

lens of neural networks. By harnessing the power of 

convolutional neural networks (CNNs) and deep learning 

architectures, NST algorithms analyze the content and style 

of input images, iteratively refining their representations to 

generate visually striking outputs. 

                                                                                                  

 

The genesis of NST can be traced back to the seminal work 

of Gatys et al. (2015), which introduced a neural algorithm 

capable of separating and recombining the content and style 

of images. Building upon this foundation, researchers have 

continued to push the boundaries of NST, exploring novel 

architectures, loss functions, and optimization techniques to 

enhance its fidelity and versatility. Today, NST encompasses 

a diverse array of approaches, ranging from real-time 

implementations suitable for mobile devices to interactive 

systems that empower users to fine-tune artistic 

transformations in real-time. 

 

Beyond its artistic appeal, NST has found applications in 

various domains, including digital content creation, fashion 

design, and augmented reality. Its ability to generate visually 

coherent yet aesthetically pleasing imagery has fueled its 

adoption in industries seeking to leverage the power of AI for 

creative purposes. Moreover, NST serves as a bridge between 

the worlds of art and technology, facilitating interdisciplinary 

collaborations and sparking new avenues of exploration in 

both fields. 

 

   However, NST is not without its challenges. The quest for 

achieving faithful style transfer while preserving semantic 

content remains an ongoing endeavor. Moreover, scalability 

to high-resolution images, computational efficiency, and the 

subjective nature of artistic preferences present formidable 

hurdles for further advancement. Nevertheless, these 

challenges serve as catalysts for innovation, spurring 

researchers to develop more robust algorithms and 

methodologies. In this paper, we embark on a comprehensive 

journey through the realm of artistic neural style transfer. We 

will explore the underlying principles, survey state-of-the-art 

techniques, examine applications across diverse domains, 

and discuss future prospects for advancing the field. Through 

this exploration, we aim to provide insights into the 

transformative potential of NST and inspire further research.       

 

1.1 A Brief History 

 

  Artistic Neural Style Transfer has a rich history, weaving 

together strands from traditional art movements to cutting-

edge deep learning techniques. It draws inspiration from 

early 20th-century artists like Picasso and Braque, who 

experimented with merging multiple viewpoints in their 

cubist works. The foundation was laid by researchers in 

computer graphics during the 1980s and 1990s, exploring 

texture synthesis and non-photorealistic rendering (NPR) 

techniques to mimic traditional artistic styles. However, it 

wasn't until the resurgence of deep learning in the 2010s 

that neural style transfer truly took off. Gatys et al.'s 

groundbreaking work in 2015 introduced the concept of 

separating content and style using convolutional neural 

networks (CNNs), sparking a wave of implementations and 

popularization. Real-time style transfer algorithms and 

mobile apps followed suit, democratizing the process and 

allowing users to apply artistic filters with ease. Today, 

ongoing advancements in speed, quality, and versatility 

continue to push the boundaries of artistic neural style 

transfer, showcasing the symbiotic relationship between art 

and technology. 

 

Artistic Neural Style Transfer is a fascinating blend of 

art history and cutting-edge technology. Its roots can be 

traced back to the early 20th century when artists like 
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Picasso and Braque challenged traditional artistic 

conventions with their cubist experiments. This era laid 

the groundwork for later developments in computer 

graphics, where researchers delved into texture 

synthesis and non-photorealistic rendering (NPR) 

techniques to mimic artistic styles. However, it wasn't 

until the advent of deep learning in the 2010s that neural 

style transfer truly flourished. Gatys et al.'s seminal 

work in 2015 introduced a novel approach using 

convolutional neural networks (CNNs) to separate 

content and style, revolutionizing the field. Since then, 

neural style transfer has become increasingly accessible, 

with real-time algorithms and mobile apps enabling 

users to apply artistic filters with unprecedented ease. 

Today, ongoing research continues to refine and expand 

the capabilities of artistic neural style transfer, blurring 

the lines between human creativity and machine 

intelligence in exciting new ways. 

 

1.2 Virtual Reality 

Combining Virtual Reality (VR) with Artistic Neural 

Style Transfer presents an exhilarating frontier for 

immersive artistic exploration. Within this fusion, 

artists are afforded unprecedented creative freedom, 

stepping into a three-dimensional realm where they can 

seamlessly apply neural style transfer techniques in 

real-time. This convergence not only revolutionizes the 

artistic process but also redefines the viewer's 

experience. Picture immersive VR exhibitions, where 

participants navigate through virtual galleries adorned 

with artworks dynamically transformed by neural 

algorithms. Collaborative projects take on new 

dimensions as artists from diverse corners of the globe 

converge in virtual spaces, melding their individual 

styles into a harmonious symphony of creativity. 

Moreover, VR serves as a powerful educational tool, 

transporting students into virtual environments where 

they can interactively explore artistic techniques and 

styles. The integration of VR and Artistic Neural Style 

Transfer transcends traditional boundaries, offering 

avenues for therapeutic expression, interactive 

installations, and global art dissemination. It marks a 

paradigm shift in how we conceive, create, and engage 

with art, ushering in an era where the canvas extends 

beyond physical confines into boundless virtual realms. 

The amalgamation of Virtual Reality (VR) with Artistic 

Neural Style Transfer heralds a groundbreaking era in 

the realm of creative expression. Through VR's 

immersive capabilities, artists are transported into a 

realm where their imaginations are unfettered, enabling 

them to mold and shape their artistic visions with 

unprecedented fluidity. Within this virtual domain, the 

application of neural style transfer becomes not merely 

a tool but a conduit for the manifestation of artistic 

exploration in its purest form. 

 

Imagine stepping into a virtual studio, where every 

brushstroke or gesture translates seamlessly into an 

alteration of the surrounding environment, influenced by 

the intricacies of neural networks. Artists can experiment 

with an array of styles, seamlessly blending influences 

from different epochs or cultures, all within the immersive 

confines of VR. This convergence of technology and 

artistic expression offers a paradigm shift, allowing 

creators to transcend the constraints of physical mediums 

and delve into a realm of boundless creativity. 

 

Moreover, the integration of VR with Artistic Neural Style 

Transfer extends beyond the individual artist's studio, 

ushering in a new era of collaborative creation and 

interactive engagement. Virtual exhibitions become 

dynamic spaces where viewers are invited to traverse 

through immersive landscapes of visual enchantment, each 
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artwork a testament to the symbiotic relationship between 

human ingenuity and technological innovation. 

 

In educational settings, VR becomes a gateway to 

immersive learning experiences, where students can not 

only observe but actively participate in the artistic process. 

By interacting with virtual environments enriched with 

neural style transfer, learners gain a deeper understanding 

of art history, aesthetics, and the nuances of creative 

expression. 

 

Furthermore, the therapeutic potential of VR combined 

with Artistic Neural Style Transfer offers avenues for 

emotional healing and self-discovery. Individuals can 

immerse themselves in virtual worlds where personal 

narratives are transformed into visual tapestries, each 

stroke of the virtual brush a cathartic release of emotion. 

 

1.2.1 Tools used in the development of VR applica- 

tions 

In the development of VR applications, a plethora of 

tools and technologies are harnessed to craft immersive 

virtual experiences. Key among these are game engines 

like Unity3D and Unreal Engine, prized for their robust 

features in rendering graphics, managing physics, and 

enabling interactivity. Complementing these engines 

are specialized VR SDKs (Software Development Kits) 

such as Oculus SDK and SteamVR SDK, which furnish 

developers with essential resources for interfacing with 

VR hardware and implementing immersive features. 

To construct the virtual worlds themselves, 3D 

modeling and animation software like Blender and 

Autodesk Maya are employed, facilitating the creation 

of intricate 3D models, animations, and environments. 

Additionally, VR development kits from manufacturers 

like Oculus and HTC provide hardware essentials for 

prototyping and testing VR applications. Audio tools 

such as FMOD Studio and Wwise contribute to the 

immersive experience by allowing developers to design 

spatial audio environments and dynamic sound effects. 

Integrated Development Environments (IDEs) like 

Visual Studio and JetBrains Rider offer coding 

environments tailored to VR development needs, while 

frameworks like VRTK and XR Interaction Toolkit 

streamline the implementation of common VR 

interactions. Together, these tools form the foundation 

upon which developers craft captivating and immersive 

VR experiences that push the boundaries of virtual 

reality. 

In the realm of VR application development, a rich 

tapestry of tools and technologies intertwines to 

weave immersive digital worlds. At its core lie the 

game engines—powerhouses like Unity3D and 

Unreal Engine—renowned for their prowess in 

rendering lifelike graphics and orchestrating 

dynamic interactions. These engines serve as the 

canvas upon which developers sculpt virtual 

realities, leveraging specialized VR SDKs such as 

Oculus and SteamVR to seamlessly integrate with 

cutting-edge hardware. 

Fueling the creative process are 3D modeling and 

animation software like Blender and Autodesk 

Maya, empowering artists to breathe life into their 

visions through intricately crafted environments and 

characters. Meanwhile, hardware development kits 

from industry giants like Oculus and HTC provide 

developers with the tangible tools needed to 

prototype and refine their creations, from immersive 

headsets to precision motion controllers. 

In the realm of audio, tools like FMOD Studio and 

Wwise add an auditory dimension to the virtual 

experience, allowing developers to craft immersive 
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soundscapes that heighten immersion and spatial 

awareness. These tools enable the dynamic 

placement of audio sources within the virtual 

environment, ensuring that users are enveloped in a 

rich auditory tapestry that complements the visual 

experience. 

 Coupled with integrated development environments   

like Visual Studio and JetBrains Rider, which provide 

robust coding environments tailored to VR 

development, and frameworks such as VRTK and XR 

Interaction Toolkit, which streamline the 

implementation of common VR interactions, 

developers are equipped with a comprehensive arsenal 

for crafting captivating virtual experiences. 

 

2. Literature Review 

 

The significant strides made in the field of neural style 

transfer are evident from the comprehensive review 

conducted by Jing et al. (2020)[1]. Their meticulous 

examination sheds light on advancements, providing a 

thorough analysis of methodologies, key findings, and 

potential limitations. Complementing this review, Singh 

et al. (2021) offer a critical perspective, delving into the 

nuances of neural style transfer techniques[2]. Their 

scrutiny highlights the need for a discerning eye when 

evaluating the efficacy and applicability of these methods. 

Meanwhile, Sagar and Vishwakarma (2019) present a 

holistic view of the current state-of-the-art and the 

prospective future of neural style transfer, emphasizing 

the significance of ongoing research efforts in this 

domain[3]. 

 

A seminal contribution to neural style transfer is the work 

of Gatys, Ecker, and Bethge (2016), who introduced 

image style transfer using convolutional neural networks 

(CNNs)[4]. This pioneering approach revolutionized 

artistic style transfer, leveraging the power of deep 

learning to generate visually stunning results. Building 

upon this foundation, subsequent research has explored 

various avenues for enhancing the fidelity and efficiency 

of style transfer algorithms. 

 

Nonetheless, challenges persist, as highlighted by Efros 

and Freeman (2001) in their introduction of image 

quilting for texture synthesis and transfer[5]. While this 

technique showed promise, its effectiveness may be 

hindered by the complexity of certain textures or patterns. 

Similarly, Drori, Cohen-Or, and Yeshurun (2003) 

proposed example-based style synthesis but encountered 

difficulties in capturing and applying complex artistic 

styles accurately[6]. 

 

The evolution of non-photorealistic rendering (NPR) 

techniques has also played a significant role in shaping the 

landscape of neural style transfer. Gooch and Gooch 

(2001) laid the groundwork for NPR, exploring rendering 

techniques that prioritize artistic expression over 

photorealism[7]. This paradigm shift has paved the way for 

innovative approaches to image and video-based artistic 

stylization, as demonstrated by Rosin and Collomosse 

(2012)[8]. 

 

A key aspect of neural style transfer lies in understanding 

the underlying principles of artistic stylization. This was 

elucidated by Gatys, Ecker, and Bethge (2016) in their 

seminal work on image style transfer using CNNs. By 

unraveling the intricacies of artistic style representation, 

they provided a framework for synthesizing visually 

appealing images that emulate the essence of a given 

style[4]. 

 

Efros and Freeman (2001) introduced image quilting for 
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texture synthesis and transfer, presenting a promising 

technique that nonetheless faces challenges in handling 

complex textures or patterns[9]. Similarly, Drori, Cohen-

Or, and Yeshurun (2003) proposed example-based style 

synthesis, encountering difficulties in accurately capturing 

and applying complex artistic styles[10]. 

 

Semmo, Isenberg, and Dollner (2017) argue for a paradigm 

shift in image-based artistic rendering through neural style 

transfer, highlighting the transformative potential of this 

approach[11]. Despite these advancements, challenges 

persist in achieving seamless integration between 

computational algorithms and human perception, as 

evidenced by Hertzmann (1998), who explored painterly 

rendering techniques with curved brush strokes, and 

Kolliopoulos (2005), who investigated image 

segmentation for stylized non-photorealistic rendering and 

animation[12][13]. 

 

Furthermore, Kyprianidis et al. (2013) contributed to this 

understanding by providing a taxonomy of artistic 

stylization techniques for images and videos[15]. Their 

comprehensive classification scheme offers insights into 

the diverse methods employed in the creation of stylized 

imagery. However, Semmo, Isenberg, and Dollner (2017) 

argue for a paradigm shift in image-based artistic rendering 

through neural style transfer, emphasizing the 

transformative potential of this approach[16]. 

 

Despite these advancements, challenges remain in 

achieving seamless integration between computational 

algorithms and human perception. This is exemplified by 

the work of Hertzmann (1998), who explored painterly 

rendering techniques with curved brush strokes. While 

these techniques offer a unique aesthetic appeal, their 

fidelity and flexibility may be limited compared to 

traditional artistic methods[17]. 

 

Similarly, Kolliopoulos (2005) investigated image 

segmentation for stylized non-photorealistic rendering and 

animation. While segmentation algorithms show promise 

in enhancing stylization workflows, their effectiveness 

may vary depending on the complexity of the input 

images[18]. 

 

During the Fourth Eurographics conference on 

Computational Aesthetics in Graphics, Visualization, and 

Imaging, Song, Rosin, Hall, and Collomosse (2008) 

introduced "Arty shapes", exploring novel approaches to 

generating artistic shapes, thereby enriching the repertoire 

of tools available for artists and designers[19]. 
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3.1Proposed System 

 

 The proposed system, NeuralArtGen, is a user-

friendly and interactive platform designed to facilitate 

artistic expression through neural style transfer. 

Leveraging advanced algorithms and an intuitive interface, 

NeuralArtGen empowers users to seamlessly merge the 

content of their images with various artistic styles, offering 

real-time previews and customization options to tailor the 

stylization process to individual preferences. With features 

such as style customization, real-time rendering, and 

collaboration support, NeuralArtGen aims to democratize 

artistic creation while prioritizing ethical considerations 

and responsible use. By providing a scalable and accessible 

platform for creating and sharing stylized artworks, 

NeuralArtGen seeks to inspire creativity and foster a 

vibrant community of digital artists and enthusiast 

 

3.2 Methodology 

 

The Neural Creative Fashion Switching technique 

utilizes deep neural networks and optimization 

strategies to seamlessly blend the content of one photo 

with the style of another, resulting in imaginative and 

visually captivating compositions. The following 

delineates a standard procedure for executing neural 

style transfer: 

 

 

Data Collection: Gather a diverse dataset of content 

and style images representing a wide range of artistic 

styles, genres, and subjects. Ensure that the dataset 

encompasses various visual characteristics and 

complexities to facilitate robust training and 

evaluation of neural style transfer algorithms. 

 

Preprocessing: Preprocess the dataset by resizing, 

normalizing, and augmenting the images to ensure 

consistency and enhance the training process. Extract 

features and representations from the images using 

pre-trained convolutional neural network models, 

such as VGG or ResNet, to serve as inputs to the style 

transfer algorithm. 

 

Model Selection: Choose appropriate neural network 

architectures and style transfer algorithms based on 

the objectives of the study and the characteristics of 

the dataset. Consider factors such as computational 

efficiency, style fidelity, and flexibility in controlling 

stylization parameters when selecting the model for 

implementation. 

 

Implementation: Implement the selected neural style 

transfer algorithm using suitable programming 

frameworks and libraries, such as TensorFlow or 

PyTorch. Develop user interfaces and interactive 

features to enable users to upload content images, 

select artistic styles, and visualize stylized outputs in 

real-time. 

 

Training: Train the implemented model on the 

prepared dataset using suitable optimization 

techniques, such as gradient descent or Adam 

optimization, to minimize the discrepancy between 

the content and style representations in the generated 

images. Fine-tune the model parameters iteratively to 

improve stylization performance and convergence. 

 

Evaluation: Evaluate the performance of the trained 

model using quantitative and qualitative metrics to 

assess its fidelity, efficiency, and generalization 

capability. Compare the stylized outputs with ground 
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truth images and subjective judgments from human 

observers to validate the effectiveness of the 

implemented system. 

 

Optimization: Optimize the implemented system for 

efficiency, scalability, and usability to facilitate 

practical applications in real-time or interactive 

settings. Explore techniques for accelerating inference 

speed, reducing memory footprint, and enabling user 

control over stylization parameters to enhance user 

experience and usability. 

 

Deployment: Deploy the optimized system on 

appropriate computing platforms and devices, such as 

web servers, mobile applications, or desktop clients, 

to make it accessible to users. Ensure seamless 

integration with existing software ecosystems and 

provide documentation and support to facilitate 

adoption and usage by target audiences. 

 

Iteration and Improvement: Iterate on the 

implemented system based on user feedback, 

performance evaluations, and emerging research 

advancements. Continuously improve the system by 

incorporating new features, algorithms, and 

optimizations to stay abreast of the latest 

developments in the field of artistic neural style 

transfer. 

 

Ethical Considerations: Consider ethical 

implications associated with the use of artistic neural 

style transfer techniques, such as copyright 

infringement, cultural appropriation, and biased 

representations. Implement mechanisms for content 

attribution, user consent, and responsible use to ensure 

ethical compliance and promote positive societal 

impact. 

 

 

 

I. CONCLUSION 

 

In conclusion, Artistic Neural Style Transfer stands as 

a remarkable fusion of artificial intelligence and visual 

arts, offering a transformative avenue for creative 

expression and exploration. Through the seamless 

merging of content and style from diverse sources, 

neural style transfer algorithms have empowered both 

amateurs and professionals to produce visually 

stunning artworks that transcend traditional 

boundaries. Despite the challenges posed by 

preserving semantic content, achieving faithful style 

transfer, and addressing ethical considerations, the 

field has witnessed significant advancements driven 

by pioneering research and interdisciplinary 

collaborations. As we continue to push the boundaries 

of neural style transfer, it is essential to remain 

mindful of the ethical implications and societal impact 

of our innovations, while also embracing the 

opportunities for enhancing artistic creativity and 

democratizing access to digital artistry. With ongoing 

research efforts and technological advancements, the 

future of artistic neural style transfer holds promise for 

further enriching human experiences and reshaping 

the landscape of digital art and visual culture. 

 

REFERENCES 

 

 

1. Y. Jing, Y. Yang, Z. Feng, J. Ye, Y. Yu and 

M. Song, "Neural Style Transfer: A Review," 

in IEEE Transactions on Visualization and 

Computer Graphics, vol. 26, no. 11, pp. 



 

 

 

 

 

 

Industrial Engineering Journal 

ISSN: 0970-2555   

Volume : 53, Issue 5, May : 2024 
 

UGC CARE Group-1,                                                                                                            617 

3365-3385, 1 Nov. 2020, doi: 

10.1109/TVCG.2019.2921336. 

2. Singh, V. Jaiswal, G. Joshi, A. Sanjeeve, S. 

Gite and K. Kotecha, "Neural Style Transfer: 

A Critical Review," in IEEE Access, vol. 9, 

pp. 131583-131613, 2021, doi: 

10.1109/ACCESS.2021.3112996. 

3. Sagar and D. K. Vishwakarma, "A State-of-

the-Arts and Prospective in Neural Style 

Transfer," 2019 6th International Conference 

on Signal Processing and Integrated 

Networks (SPIN), Noida, India, 2019, pp. 

244-247, doi: 10.1109/SPIN.2019. 

8711612.k 

4. L. A. Gatys, A. S. Ecker and M. Bethge, 

"Image Style Transfer Using Convolutional 

Neural Networks," 2016 IEEE Conference 

on Computer Vision and Pattern Recognition 

(CVPR), Las Vegas,  

NV, USA, 2016, pp. 2414-2423, doi: 

10.1109/CVPR.2016.265.  

5. B. Gooch and A. Gooch, Non-photorealistic 

rendering. Natick, MA, USA: A. K. Peters, 

Ltd., 2001.  

6. T. Strothotte and S. Schlechtweg, Non-

photorealistic computer graphics: modeling, 

rendering, and animation. Morgan Kaufmann, 

2002.  

7. P. Rosin and J. Collomosse, Image and video-

based artistic stylisation. Springer Science & 

Business Media, 2012, vol. 42.  

8. L. A. Gatys, A. S. Ecker, and M. Bethge, “Image 

style transfer using convolutional neural 

networks,” in CVPR, 2016.  

9. A. A. Efros and W. T. Freeman, “Image quilting 

for texture synthesis and transfer,” in Proceedings 

of the 28th annual conference on Computer 

graphics and interactive techniques. ACM, 2001.  

10. I. Drori, D. Cohen-Or, and H. Yeshurun, 

“Example-based style synthesis,” in CVPR, vol. 2. 

IEEE, 2003, pp. II–143.  

  

11. A. Hertzmann, “Painterly rendering with curved 

brush strokes of multiple sizes,” in Proceedings of 

the 25th annual conference on Computer graphics 

and interactive techniques. ACM, 1998.  

12. A. Kolliopoulos, “Image segmentation for stylized 

non photorealistic rendering and animation,” Ph.D. 

dissertation, University of Toronto, 2005. 

13. [B. Gooch, G. Coombe, and P. Shirley, “Artistic 

vision: painterly rendering using computer vision 

techniques,” in NPAR, 2002.  

14. Y.-Z. Song, P. L. Rosin, P. M. Hall, and J. 

Collomosse, “Arty shapes,” in Proceedings of the 

Fourth Eurographics conference on Computational 

Aesthetics in Graphics, Visualization and Imaging. 

Eurographics Association, 2008, pp. 65–72.  

15. J. E. Kyprianidis, J. Collomosse, T. Wang, and T. 

Isenberg, “State of the ‘art’: A taxonomy of artistic 

stylization techniques for images and video,” 

TVCG, vol. 19, no. 5, pp. 866–885, 2013.  

16. A. Semmo, T. Isenberg, and J. Dollner, “Neural 

style transfer: ¨ A paradigm shift for image-based 

artistic rendering?” in NPAR. ACM, 2017, pp. 

5:1–5:13.  

17.  A. Hertzmann, “Painterly rendering with curved 

brush strokes of multiple sizes,” in Proceedings of 

the 25th annual conference on Computer graphics 

and interactive techniques. ACM, 1998.  

18. A. Kolliopoulos, “Image segmentation for stylized 

non photorealistic rendering and animation,” Ph.D. 

dissertation, University of Toronto, 2005. 



 

 

 

 

 

 

Industrial Engineering Journal 

ISSN: 0970-2555   

Volume : 53, Issue 5, May : 2024 
 

UGC CARE Group-1,                                                                                                            618 

19. Y.-Z. Song, P. L. Rosin, P. M. Hall, and J. 

Collomosse, “Arty shapes,” in Proceedings of the 

Fourth Eurographics conference on Computational 

Aesthetics in Graphics, Visualization and Imaging. 

Eurographics Association, 2008, pp. 65–72. 

 



 

UGC CARE Group-1,                                                                                                            619 

 


