
 

Industrial Engineering Journal 

ISSN: 0970-2555   

Volume : 53, Issue 5, No.4, May : 2024 
[ 

UGC CARE Group-1,                                                                                                                 128 

PHISHING EMAIL DETECTION USING IMPROVED RCNN MODEL WITH 

MULTILEVEL VECTORS AND ATTENTION MECHANISM 

 

Rathna Jyothi C.H.  (Faculty Guide) Dept. of CSE,  Andhra Loyola Institute of Engineering and 

Technology,  Vijayawada, Andhra Pradesh, India. Chrjyothi@aliet.ac.in 

Vamsi Mokshagundam Computer Science and Engineering,  Andhra Loyola Institute of 

Engineering and Technology, Vijayawada, Andhra Pradesh, India. 

Vamsimokshagundam@gmail.com 

Sri Santosh Kumar Angadi Computer Science and Engineering, Andhra Loyola Institute of 

Engineering and Technology,  Vijayawada, Andhra Pradesh, India. Santoshsri890@gmail.com 

Gopi Chandu Battelanka Computer Science and Engineering,  Andhra Loyola Institute of 

Engineering and Technology,  Vijayawada, Andhra Pradesh, India. Gopichandu951@gmail.com 

 

Abstract – 

Phishing emails pose a significant and growing threat worldwide, leading to substantial financial 

losses. Despite ongoing updates to confrontation methods, the effectiveness remains unsatisfactory. 

This paper addresses the pressing need for more advanced phishing detection technology. This 

commence by analyzing email structures and propose a novel phishing email detection model, 

leveraging an enhanced Convolutional Neural Networks (CNN) model with multilevel vectors and an 

attention mechanism. This model simultaneously processes email headers, bodies, characters, and 

words. To assess its effectiveness, an employ an unbalanced dataset reflecting realistic ratios of 

phishing to legitimate emails is utilized. Experimental results demonstrate the model's superior 

performance in identifying phishing emails with a high probability while minimizing false positives 

for legitimate emails. This promising outcome surpasses existing detection methods, confirming the 

effectiveness of the proposed model in detecting phishing emails. 
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I. INTRODUCTION 

Profitable fraud known as "phishing" takes advantage of victims' trust by tricking them into disclosing 

personal information. "Phishers," or dishonest actors, create emails that look like official 

correspondence in an attempt to trick recipients into clicking on dangerous links or divulging personal 

information. Cyber fraud poses a serious risk to both consumers and organizations, as the use of online 

services, such as banking and other technology-driven industries, becomes more and more ingrained 

in daily life.Our method of phishing email detection uses sophisticated data processing techniques to 

counter these dynamic threats. Through the use of data mining and Naive Bayes techniques, we build 

models that learn from available datasets and extract important features for further research. After that, 

stratified random sampling is used to thoroughly evaluate these models, guaranteeing a fair sample of 

both authentic and fraudulent emails. Emails are quickly classified according to their likelihood of 

being phished using binary classification methods, allowing for quick and precise identification. 

Our model's ability to differentiate phishing emails from real ones is a testament to its success. Our 

algorithm achieves high accuracy with few false positives by using advanced analysis of email 

structures at several levels, such as headers, body, and word usage. These findings represent a major 

breakthrough in phishing detection technologies, providing improved defense against cyberattacks and 

enhancing trust in online security protocols. 

 

II. LITERATURE SURVEY 

Data mining involves sifting through extensive datasets to identify patterns and relationships for 

problem-solving. In the context of phishing email detection, the algorithm classifies emails as 

legitimate or phishing through a binary classification process. The goal is swift and accurate 
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determination of the email's legitimacy by calculating its probability of being phishing, comparing it 

to a threshold, and classifying accordingly. The paper introduces a new phishing detection model based 

on naive bias, encompassing email header, body, writing, and word levels [3]. To assess performance, 

an unbalanced dataset reflecting real phishing and legitimate email rates is utilized. Results indicate 

superior effectiveness in identifying phishing emails, validating the model. The discussion extends to 

the application of Naive Bayes in bounding boxes prediction for unseen images. The paper underscores 

the significance of enhanced phishing detection technology to combat email threats effectively [3]. 

The narrative delves into the evolution of phishing detection, transitioning into machine learning's role, 

specifically the amalgamation of NLP and machine learning. Various studies are cited, showcasing 

diverse approaches such as decision trees, logistic regression, random forests, and SVM. The focus is 

on leveraging features, including basic, latent topic model, and dynamic Markov chain features, for 

effective email classification [8, 11]. 

The paper introduces a novel phishing email detection model, emphasizing simultaneous modeling at 

multiple levels for comprehensive analysis. Evaluation using realistic datasets reinforces the model's 

efficacy, outperforming existing methods [8, 9]. The discussion shifts to the importance of feature 

selection and the impact of information gain on classifier accuracy in machine learning [11]. 

The narrative broadens to the internet's transformative impact on communication and business, 

highlighting the necessity of web presence and the prevalence of email communication [7]. Phishing's 

disruptive nature, aiming to extract sensitive information through deceptive emails, prompts the need 

for efficient detection mechanisms. The definition and tactics of phishing are explored, emphasizing 

the cyber threats it poses [7]. 

The paper underscores the significance of anti- phishing efforts in cybersecurity, particularly in 

detecting fraudulent content within textual data [7]. Phishing remains a prominent threat vector, 

exploiting human vulnerabilities through social engineering in emails, social media, and mobile attacks 

[1, 2]. The evolving landscape includes a shift from individual to organizational targeting, with email 

and online services surpassing financial institutions as prime phishing targets [1, 2]. The discussion 

concludes by acknowledging the maturation of ransomware and the rising prominence of mobile 

malware [7]. 

 

III. METHODOLOGY 

The approach for Phishing Email Detection Using Improved RCNN (Recurrent Convolutional Neural 

Network) Model with Multilevel Vectors and Attention Mechanism is likely to include several 

essential components: 

Data Preprocessing: 

This stage involves preparing the dataset to train the model. It comprises tasks like tokenization, which 

breaks down the email text into individual words or tokens, and vectorization, which converts these 

tokens into numerical vectors that the model can analyze. 

Feature Extraction: 

The model extracts features from the email content. These elements could include information from 

the email header, body text, sender information, and other metadata. In this context, "multilevel 

vectors" denotes that the model may use vectors reflecting many levels of abstraction or granularity 

inside the email dataset. 

Attention Mechanism: 

When creating predictions, attention processes are employed to assess the relative value of various 

incoming data points. Attention methods can assist the model in focusing on pertinent portions of the 

email content while disregarding background noise or extraneous information in the context of email 

detection. 

RCNN Architecture: 

Recurrent neural networks (RNNs) and convolutional neural networks (CNNs) combine their best 

features to create RCNNs. While CNNs are excellent at discovering spatial patterns in data, RNNs are 
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good at capturing sequential information. These skills are probably strengthened by the upgraded 

RCNN model for increased phishing email detection performance. 

Model Training: 

The RCNN model is trained using the prepared dataset. Using gradient descent and backpropagation 

to update its internal parameters, the model learns to map input email data to the appropriate output 

labels (phishing or legitimate) during training. 

Model Evaluation: 

After training, a different dataset is used to evaluate the model's effectiveness in identifying phishing 

emails. To gauge the model's efficacy, assessment criteria including accuracy, precision, recall, and 

F1 score can be employed. 

Fine-Tuning and Optimization: 

To enhance the model's performance and capacity for generalization, additional fine-tuning may be 

applied using strategies like regularization or hyperparameter tuning. 

All things considered, the approach probably consists of preprocessing the data, extracting features, 

using attention processes, and training a better RCNN model that is especially designed to identify 

phishing emails. The attention mechanism and multilevel vectors play a crucial role in catching 

intricate patterns and enhancing the model's capacity to differentiate between authentic and phishing 

emails. 

 

IV. DISCUSSION 

The identification of phishing emails poses a binary classification challenge. Commencing this process 

involves computing the probability that an email is a phishing attempt. The email corpus is 

subsequently categorized into two groups: legitimate and phishing emails. A critical step follows as 

we compare the probability value with a predefined classification threshold. If the calculated 

probability surpasses this limit, the email is conclusively labeled as a phishing attempt. Our objective 

is to swiftly and accurately discern whether the target email is legitimate or malicious. Recognizing 

the escalating threat of phishing emails, there is a pressing need for more potent phishing detection 

technology. 

In this study, we embark on a comprehensive analysis of email structure as a precursor.we aim to 

concurrently model emails across various dimensions such as email header, email body, writing style, 

and word selection. 

 

V. EXPERIMENT RESULTS 

 
Fig.1 Attacked Emails Overview 

 

Attacked Emails Overview provides a comprehensive snapshot of both legitimate and 

attacker emails encountered. The figure visually portrays the distribution of the emails, offering 

insights into their composition and volume. Legitimate emails, marked as non-malicious, are depicted 

alongside attacker emails, which may exhibit various phishing tactics and malicious intent. 

By analyzing the attacked graph, one can gain insights into the progression of the attack, identify 

critical points of compromise, and strategize effective mitigation measures. This visual representation 

enhances the comprehension of complex cyber threats, facilitating a more informed and targeted 

response to   safeguard   digital assets. 
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Fig.2 Admin reply 

If users encounter issues or have questions about the phishing email detection system, they might 

submit inquiries or support tickets. An "admin reply" would then be a response from a system 

administrator or support agent providing assistance or guidance on how to use the RCNN model 

effectively. 

 
Fig.3 Attacked Graph 

 

The attacked graph offers a visual representation of the cybersecurity landscape, illustrating the 

connections and interactions among various components during a security incident. This graphical 

depiction aids in understanding the flow of an attack, highlighting vulnerabilities, attack vectors, and 

compromised elements. Each node in the graph signifies a distinct component, such as devices, 

systems, or users, while edges represent the pathways or relationships exploited by attackers. 

The analysis of the attacked graph involves identifying patterns of attack propagation, determining the 

source of phishing emails, understanding how they entered the system, and assessing user 

vulnerabilities to enhance security. The specifics of the graph depend on available data and the analysis 

objectives. Specialized tools can aid in the visualization and analysis of phishing attacks in email 

systems. 

 
Fig.4 Non-Attacked Graph 

 

The Non-Attacked Graph visualizes the emails in the dataset that have not been attacked or are 

legitimate. This graph provides insights into the distribution and features of benign emails, 

emphasizing key attributes or patterns that set them apart from attacker emails. The graph includes 

  

visual components like as bar charts to depict various aspects of non-attacked emails, such as 

frequency, size distribution, temporal patterns, or sender demographics. By isolating non-attacked 
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emails, this graphic helps to understand the baseline characteristics of normal email traffic, providing 

essential context for evaluating the effectiveness of phishing email detection algorithms and 

techniques. 

 

VI. CONCLUSIONS 

This model utilizes an improved Convolutional Neural Network (CNN) to effectively capture the 

intricacies of both the email header and body, operating at both character and word levels. By doing 

so, we minimize the introduction of noise into the model. 

In our approach, we integrate an attention mechanism within both the email header and body, enabling 

the model to prioritize and focus more on the most valuable information. This attention mechanism 

enhances the model's ability to discern crucial patterns and features within the email content. 

To validate the model's efficacy, we conduct experiments using an unbalanced dataset that closely 

simulates real-world scenarios. The results demonstrate the model's promising performance in 

detecting phishing emails. Additionally, we conduct several experiments to showcase the advantages 

and benefits of our proposed model. 

Looking ahead, our future work will concentrate on further refining our model to address the challenge 

of detecting phishing emails with no email header, relying solely on the information within the email 

body. This ongoing improvement aims to fortify the model's capabilities and ensure its effectiveness 

across a broader range of phishing scenarios. 

 

VII. FUTURE WORK 

Our future efforts will concentrate on refining our model to enhance its efficacy in detecting phishing 

emails that lack an email header, relying solely on the email body for analysis. This involves addressing 

the unique challenges posed by emails without headers and devising innovative approaches to ensure 

accurate detection. 

Furthermore, our research trajectory will delve deeper into understanding how attackers exploit the 

recipients' vulnerabilities. We aim to conduct an in- depth study of the psychological features 

manipulated by attackers to deceive users. This exploration is anticipated to yield a more 

comprehensive set of psychological features that can be directly employed for the detection of phishing 

emails. 

By focusing on these future endeavours, we strive to advance the sophistication of our detection model 

and contribute to the ongoing development of robust and adaptive solutions to combat evolving 

phishing threats. 
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