
[ 

 

Industrial Engineering Journal 

ISSN: 0970-2555   

Volume : 53, Issue 5, No.5, May : 2024 
 

 

UGC CARE Group-1                                                                                                                      146 

PREDICTION OF CARDIAC DISEASE USING SUPERVISED MACHINE LEARNING 

ALGORITHMS 

 

Ms. Gokeda Lahari Sai Durga, MCA Student, Department of Master of Computer Applications, 

Vignan’s Institute of Information Technology(A), Visakhapatnam-530049. 

Mrs. G. Jyothi, Associate Professor, Department of Information Technology, Vignan’s Institute of 

Information Technology(A), Visakhapatnam-530049. 

 

ABSTRACT 

The crucial need for effective and precise early-stage heart disease prediction algorithms is highlighted 

by the global scarcity of cardiovascular specialists and the rising number of cases of misdiagnosed 

diseases. This research suggests using data mining and machine learning approaches to create a strong 

prediction model for heart disease detection by utilizing digital health information. A dataset with 13 

distinct variables, such as high blood pressure, blood sugar, and cholesterol, is used to assess the 

effectiveness and accuracy of many algorithms, such as K-Nearest Neighbors (KNN), Logistic 

Regression, Random Forest, and Adaboost, in predicting heart disease. To find characteristics that 

have a major influence on heart disease prediction, feature importance scores are determined, which 

helps with diagnosis.  

 To help choose the best algorithm for heart disease prediction, the study describes preprocessing 

procedures and evaluates many algorithms using a range of performance indicators.  
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I. Introduction 

We live in what is commonly referred to as the "information age," where terabytes of data are created 

every day. The healthcare industry is unique among other industries in that it produces a significant 

amount of data. But a large amount of this data is still not being used. This paper aims to give a 

thorough overview of the state-of-the-art research on data mining algorithms for heart disease 

prediction. We aim to evaluate the efficacy and efficiency of various combinations of mining 

algorithms in clinical detection. The report also discusses possible future directions for prediction 

systems. We live in what is commonly referred to as the "information age," where terabytes of data 

are created every day.  

In the proposed approach, the dataset is separated into two parts: a training set (70%), and a test set 

(30%), with the training set serving as the instructor for prediction on the test set. Accuracy and other 

performance indicators are used to compare various algorithms depending on factors such as age, 

cholesterol, blood pressure, chest pain type, sex, and exercise-induced angina. 

Data mining techniques can be used to extract significant insights from large sets of expert-curated 

medical data. Nevertheless, making decisions with discrete data—which is typical in medical 

databases—presents difficulties. Large-scale, properly prepared datasets are handled well by machine 

learning (ML), a branch of data mining. Machine learning has applications in the diagnosis, detection, 

and prediction of a wide range of disorders in healthcare. This paper's main objective is to give medical 

professionals a tool for early heart disease identification so they may effectively treat patients and 

avoid serious repercussions. 

Heart disease prediction and early detection are made possible in large part by the use of machine 

learning (ML) techniques to uncover hidden patterns within data. In order to detect cardiac disease 

early on, this research performs a performance analysis of several machine learning algorithms, such 

as Naive Bayes, Decision Trees, Logistic Regression, and Random Forest. 
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The proposed method uses machine learning algorithms to deliver accurate risk assessments, with the 

goal of developing a smart tool for heart disease prediction. Through a thorough analysis of large 

medical datasets, key indicators of heart problems can be found. Continuous patient monitoring is 

made possible by combining biomedical sensors with hardware components like Arduino or Raspberry 

Pi. A smartphone application will also be created to improve the system's usability and accessibility 

and enable people to take preventative action to protect their heart health. 

 

II. Literature 

Predicting cardiac disease has become a pivotal area of research, prompting scientists to delve into an 

array of data mining techniques. These methodologies, ranging from association rules to categorization 

and clustering, offer a spectrum of tools to analyze intricate patterns within vast datasets associated 

with cardiac health. Within this diverse landscape, machine learning approaches have emerged as 

potent tools, showcasing their efficacy in unraveling complex relationships inherent in cardiac disease 

prediction. 

K-Means, a clustering algorithm, has garnered attention for its ability to segment data into distinct 

clusters based on similarities, thereby facilitating the identification of underlying trends and patterns. 

Decision Trees, on the other hand, offer a hierarchical approach to decision-making, enabling 

researchers to discern crucial attributes and their impact on cardiac health outcomes. Meanwhile, 

Neural Networks, inspired by the human brain's architecture, excel in capturing nonlinear relationships 

within cardiac data, providing insights into intricate interactions among various risk factors. 

Naïve Bayes, a probabilistic classifier, has demonstrated its utility in cardiac disease prediction by 

leveraging Bayesian inference to estimate the probability of a patient having a particular condition 

given certain symptoms or risk factors. Similarly, Support Vector Machines (SVM) have shown 

promise in discerning complex decision boundaries in high-dimensional data, making them valuable 

assets in identifying subtle patterns indicative of cardiac disease. 

Moreover, ensemble learning techniques such as Bagging, Boosting, and Random Forest harness the 

collective wisdom of multiple models to enhance predictive performance and robustness. By 

aggregating the predictions of diverse base learners, these algorithms mitigate overfitting and improve 

generalization, thereby bolstering their utility in cardiac disease prediction tasks. 

Despite the advancements in machine learning algorithms, ensuring the reliability of predictive models 

remains a persistent challenge in the realm of cardiac disease prediction. The accuracy and 

trustworthiness of these models are paramount, particularly in clinical settings where erroneous 

predictions can have grave consequences. Consequently, researchers are actively engaged in enhancing 

the transparency and interpretability of machine learning models, thereby fostering trust and 

confidence among healthcare professionals and patients alike. 

To this end, efforts are underway to develop explainable AI techniques that elucidate the decision-

making process of complex machine learning models, enabling clinicians to comprehend the rationale 

behind predictions and make informed decisions. Additionally, the integration of domain knowledge 

and expert insights into model development holds promise in enhancing the interpretability and 

reliability of predictive models, thereby bridging the gap between data-driven predictions and clinical 

decision-making. 
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Furthermore, ongoing research endeavors seek to augment the robustness of predictive models through 

rigorous validation and testing procedures, ensuring their efficacy across diverse patient populations 

and clinical settings. By subjecting machine learning models to stringent evaluation criteria and real-

world validation studies, researchers aim to fortify the foundation upon which cardiac disease 

prediction algorithms are built, thereby bolstering their utility and trustworthiness in clinical practice. 

In conclusion, the intersection of data mining techniques and machine learning algorithms offers a 

powerful arsenal for predicting cardiac disease. While these tools hold immense potential in 

revolutionizing healthcare delivery, the quest for reliable and trustworthy predictive models persists. 

Through concerted efforts to enhance transparency, interpretability, and robustness, researchers strive 

to realize the full potential of machine learning in advancing cardiac disease prediction, ultimately 

improving patient outcomes and transforming cardiovascular care. 

 

III. Conclusion 

This study emphasizes how data mining techniques can be used to detect cardiac problems early. 

Promising paths for raising predicted accuracy have been found by analyzing a number of 

categorization methods, including Random Forest and Logistic Regression. The results point to the 

need for additional refining using feature selection techniques, as Random Forest performs better than 

Logistic Regression. We have the ability to revolutionize the diagnosis of cardiac disease and improve 

patient outcomes by adopting data mining techniques while maintaining patient safety as our first 

priority.  
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