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ABSTRACT 

Identification of breast cancer plays a major role in 

medical field nowadays. Women are facing 

different types of cancer and one among them is 

breast cancer which has severe impact. Breast 

cancer is of two types i.e. Malign or Benign type. 

Benign is given as a non-curable type of cancer and 

Malign is given as curable type of cancer. Breast 

cancer is symbolized by the modification of genes, 

persistent pain, changes in the measurement, 

change in shade (redness), and skin appearance of 

breasts. In the early days of identifying breast 

cancer is done by using different algorithms 

namely Support Vector Machine (SVM) algorithm 

,K Nearest Neighbor (KNN) algorithm , MLP 

algorithm, etc., By using these algorithms the 

accuracy of detecting the cancer is not met the 

extend. Our idea is to detect the breast cancer using 

Decision Tree algorithm. The decision tree 

algorithm comes under the supervised learning 

technique. Our idea is to detect the breast cancer 

using Decision Tree algorithm. The tree algorithm 

comes under the supervised learning technique. 

The main advantage of this decision tree algorithm 

is identifying whether the predicted cancer is either 

malign or benign type by producing an 99% 

accuracy. 

I. INTRODUCTION 

In our paper we are using data science and machine 

learning concept. Nowadays technologies are 

developing a lot .In order to reduce human work 

we are proposing a concept of machine learning 

and data science. Information Science is a mix of 

different apparatuses, calculations, and AI 

standards with the objective to find concealed 

examples from the crude information. Information 

Science is essentially used to settle on choices and 

forecasts making utilization of prescient causal 

examination, prescriptive investigation and AI. 

Information Science is an increasingly forward-

looking methodology, an exploratory path with the 

attention on breaking down the past or current 

information and foreseeing the future results with 

the point of settling on educated choices. It 

responds to the open-finished inquiries about 

"what" and "how" occasions happen. As the data 

science consists of machine learning concept in it, 

we are trying to move forward with it to feed the 

machine. Machine learning is a process where the 

machine learns automatically with experience. 

Learning is nothing but recollection and 

assimilation of input data and the decision purely 

depends on equipped data. It is strenuous to take 

decision based on attainable inputs. To overcome 

this issue, certain algorithms were developed. In 

order to solve a specific task feed the algorithm 

with more specific data. In most cases a computer 

will use data as its source of information and 

compare its output to a desired output and then 

correct for it. 

II. SYSTEM ANALYSIS 

The Systems Development Life Cycle (SDLC), or 

Software Development Life Cycle in systems 

engineering, information systems and software 

engineering, is the process of creating or altering 

systems, and the models and methodologies that 

people use to develop these systems. In software 

engineering the SDLC concept underpins many 

kinds of software development methodologies. 

a) Existing System 

Tolga Ensar proposed a paper on Breast Cancer 

grouping utilizing Machine learning calculations. 

They have utilized Naïve Bayes calculation and K-

Nearest Neighbor calculation to characterize the 

malignancy as either insult or favorable. They used 

11 attributes in which they had id as one attribute 

which has been removed and thus have 9 criteria. 

The breast cancer classification they done had 9 

classification which included Clump Thickness, 

Uniformity of cell size, Uniformity of cell shape, 

Marginal Adhesion, Single Epithelial cell size, 

Bare Nuclei, Bland Chromatin, Normal Nuclei, 

Mitosis. 

http://en.wikipedia.org/wiki/Systems_engineering
http://en.wikipedia.org/wiki/Systems_engineering
http://en.wikipedia.org/wiki/Information_systems
http://en.wikipedia.org/wiki/Software_engineering
http://en.wikipedia.org/wiki/Software_engineering
http://en.wikipedia.org/wiki/Methodologies
http://en.wikipedia.org/wiki/Software_development_methodologies


 

Industrial Engineering Journal 

ISSN: 0970-2555   

Volume : 53, Issue 5, May : 2024 
 

UGC CARE Group-1,                                                                                                        760 

An Image processing concept and two machine 

learning algorithms. The algorithms are Logistic 

Regression (LR) and Back Propagation Neural 

Network (BPNN) to detect the breast cancer. 

 

Disadvantages of Existing System 

• They had 683 datasets. The classification 

is done using the respective formulae for 

the algorithms. By comparing both the 

algorithms they got an accuracy of 

97.51% in K-Nearest Neighbor algorithm 

and 96.19% in Naïve Bayes algorithm. 

• Thus, the accuracy rate for detecting the 

cancer using LR and BPNN algorithm 

exceeded 93%. 

b) Proposed System 

Dataset: The dataset we are using is Wisconsin 

Breast Cancer dataset with 32 attributes and 569 

data. The inputs are (1) id -(ID number), (2) 

diagnosis-(M = malignant, B = benign), (3) radius-

(mean of distances from center to points on the 

perimeter), (4) texture-(standard deviation of gray-

scale values), (5) perimeter-(mean size of the core 

tumor), (6) area, (7) smoothness mean-(mean of 

local variation in radius lengths), (8) concavity- 

(mean of severity of concave portions of the 

contour), (9) compactness-(mean of perimeter^2 / 

area - 1.0), (10) concave points mean-(mean for 

number of concave portions of the contour), (11) 

symmetry, (12) fractal dimension mean –(mean for 

"coastline approximation" – 1).Here, (1) is not 

considered and the rest are taken into account. For 

these attributes they calculate mean, standard error, 

worst.  

These data’s are fed into the machine. These data’s 

are used for training the machine using Decision 

tree algorithm by doing so we can get the output as 

either Malign or Benign. Using the Decision tree 

algorithm the breast cancer is identified. 

The decision tree algorithm is represented using a 

tree structure. By using this algorithm 99% 

accuracy is produced to identify whether the breast 

cancer is either Malign or Benign. The decision 

tree algorithm comes under the supervised learning 

technique. 

Architecture analysis: 

 Structured project management techniques (such 

as an SDLC) enhance management’s control over 

projects by dividing complex tasks into 

manageable sections. A software life cycle model 

is either a descriptive or prescriptive 

characterization of how software is or should be 

developed. But none of the SDLC models discuss 

the key issues like Change management, Incident 

management and Release management processes 

within the SDLC process, but, it is addressed in the 

overall project management. In the proposed 

hypothetical model, the concept of user-developer 

interaction in the conventional SDLC model has 

been converted into a three-dimensional model 

which comprises of the user, owner and the 

developer. In the proposed hypothetical model, the 

concept of user-developer interaction in the 

conventional SDLC model has been converted into 

a three-dimensional model which comprises of the 

user, owner and the developer. The ―one size fits 

all‖ approach to applying SDLC methodologies is 

no longer appropriate. We have made an attempt to 

address the above-mentioned defects by using a 

new hypothetical model for SDLC described 

elsewhere. The drawback of addressing these 

management processes under the overall project 

management is missing of key technical issues 

pertaining to software development process that is, 

these issues are talked in the project management at 

the surface level but not at the ground level. 

 

III. SYSTEM DESIGN 

 
System architecture 

 

Methodology 

The diagram consists of the subsequent stages: 

Stage  

1: Dataset Collection: In dataset collection we are 

collecting the data’s from the Wisconsin breast 

cancer dataset. After the collection is over the data 

is processed and move on to data cleaning. Stage  
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2: Data Cleaning: In which the attributes are 

checked for any null value process, if any null 

values are present then replace it with zero.  

Stage 3: Data Analysis: In which the data collected 

as been processed and helps in making any 

decision.  

Stage 4: Supervised Learning: Managed learning is 

the AI errand of learning a capacity that maps a 

contribution to a yield dependent on model info 

yield sets. It construes a capacity from marked 

preparing information comprising of a lot of 

preparing models. In regulated adapting, every 

model is a couple comprising of an info object 

(ordinarily a vector) and ideal yield esteem 

(additionally called the supervisory flag). 

 Stage 5: Classification Technique: In supervised 

learning there comes an regression and 

classification part. In which we are using an 

classification part to identify Malign or Benign 

type of breast cancer.  

Stage 6: Decision Tree Algorithm: This algorithm 

is normally represented in a tree structure. By using 

this algorithm we are providing an accuracy of 

99% in our project. 

 

Algorithm: 

Decision Tree Algorithm 

The decision tree algorithm comes under the 

supervised learning in machine learning 

algorithms. The decision tree is displayed in the 

tree structure. The input given to the decision tree 

is based on certain criteria's and the output is 

displayed as either true or false. This algorithm is 

said to be more simple and successful. The values 

in the node are given by comparing each attribute. 

Based on the weight age of information the node 

gets spitted the final output is displayed in the leaf 

node. Entropy describes the importance of the 

node. Algorithm 

 Step 1: In order to do the process of learning 

training dataset is selected.  

Step 2: Make a map of each individual attribute to 

respective classes. 

 Step 3: Catch all practicable values for each 

attribute that correlate with feasible classes. 

Step 4: Compute values of every attributes which 

belongs to distinctive classes. 

Step 5: Root node are generated to that attribute 

which has minimum number of values which reside 

in the unique classes. 

Step 6: Comparably pick another attribute for next 

extent in decision tree from prevailing attributes 

based on least number of values which has 

distinctive classes.  

Step 7: Stop 

Input Design 

 

Input design is a part of overall system design.  The 

main objective during the input design is as given 

below: 

• To produce a cost-effective method of input. 

• To achieve the highest possible level of 

accuracy. 

• To ensure that the input is acceptable and 

understood by the user. 

Output Design 

Outputs from computer systems are required 

primarily to communicate the results of processing 

to users. They are also used to provide a permanent 

copy of the results for later consultation. The 

various types of outputs in general are: 

• External Outputs, whose destination is outside 

the organization 

• Internal Outputs whose destination is within 

organization and they are the   

• User’s main interface with the computer. 

• Operational outputs whose use is purely within 

the computer department. 

• Interface outputs, which involve the user in 

communicating directly. 

 

IV. IMPLEMENTATION 

 

Design: 

The software system design is produced from the 

results of the requirements phase.  Architects have 

the ball in their court during this phase and this is 

the phase in which their focus lies.  This is where 

the details on how the system will work is 

produced.  Architecture, including hardware and 

software, communication, software design (UML is 

produced here) are all part of the deliverables of a 

design phase. 

Implementation: 
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Code is produced from the deliverables of the 

design phase during implementation, and this is the 

longest phase of the software development life 

cycle.  For a developer, this is the main focus of the 

life cycle because this is where the code is 

produced.  Implementation my overlap with both 

the design and testing phases.  Many tools exists 

(CASE tools) to actually automate the production 

of code using information gathered and produced 

during the design phase. 

V. TESTING 

Testing is the process where the test data is 

prepared and is used for testing the modules 

individually and later the validation given for the 

fields. Then the system testing takes place which 

makes sure that all components of the system 

property functions as a unit. The test data should be 

chosen such that it passed through all possible 

condition. The following is the description of the 

testing strategies, which were carried out during the 

testing period. 

During testing, the implementation is tested against 

the requirements to make sure that the product is 

actually solving the needs addressed and gathered 

during the requirements phase.  Unit tests and 

system/acceptance tests are done during this phase.  

Unit tests act on a specific component of the 

system, while system tests act on the system as a 

whole. 

So in a nutshell, that is a very basic overview of the 

general software development life cycle model.  

Now let’s delve into some of the traditional and 

widely used variations. 

System Testing 

Testing has become an integral part of any system 

or project especially in the field of information 

technology.  The importance of testing is a method 

of justifying, if one is ready to move further, be it 

to be check if one is capable to with stand the 

rigors of a particular situation cannot be 

underplayed and that is why testing before 

development is so critical. When the software is 

developed before it is given to user to user the 

software must be tested whether it is solving the 

purpose for which it is developed.  This testing 

involves various types through which one can 

ensure the software is reliable. The program was 

tested logically and pattern of execution of the 

program for a set of data are repeated.  Thus the 

code was exhaustively checked for all possible 

correct data and the outcomes were also checked. 

Module Testing 

To locate errors, each module is tested individually.  

This enables us to detect error and correct it 

without affecting any other modules. Whenever the 

program is not satisfying the required function, it 

must be corrected to get the required result. Thus 

all the modules are individually tested from bottom 

up starting with the smallest and lowest modules 

and proceeding to the next level. Each module in 

the system is tested separately. For example the job 

classification module is tested separately. This 

module is tested with different job and its 

approximate execution time and the result of the 

test is compared with the results that are prepared 

manually. Each module in the system is tested 

separately. In this system the resource classification 

and job scheduling modules are tested separately 

and their corresponding results are obtained which 

reduces the process waiting time. 

Integration Testing 

 

After the module testing, the integration testing is 

applied.  When linking the modules there may be 

chance for errors to occur, these errors are 

corrected by using this testing. In this system all 

modules are connected and tested. The testing 

results are very correct. Thus the mapping of jobs 

with resources is done correctly by the system. 

Acceptance Testing  

When that user fined no major problems with its 

accuracy, the system passers through a final 

acceptance test.  This test confirms that the system 

needs the original goals, objectives and 

requirements established during analysis without 

actual execution which elimination wastage of time 

and money acceptance tests on the shoulders of 

users and management, it is finally acceptable and 

ready for the operation. 
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VI. OUTPUT SCREENS 

Dataset: 
 

Input screen 

 

 

 

 

 

 

 

 

 

 

VI. CONCLUSION 

The identification of breast cancer is done here. 

The identification is based on whether the patient is 

affected by either Malign or benign type of cancer 

.The type of cancer is predicted by using decision 

tree algorithm which comes under the supervised 

learning technique, by doing so the accuracy of 

99% is obtained. 

This system may be increased by adding extra data 

of the affected patient like adding some more 

attributes.. Further, we will be enhance our project 

by identifying at which stage it is present and also 

providing the preventive measures for the patient. 
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