
 

Industrial Engineering Journal 

ISSN: 0970-2555   

Volume : 52, Issue 5, May : 2023 

[ 

 

UGC CARE Group-1,                                                                                                      427 

PREDICTION SYSTEM FOR BIGMART SALES USING MACHINE LEARNING 

 

Mrs. S. Suganya1, Assistant Professor,  

Dept. Of Computer Science and Engineering, SSM Institute of Engineering and Technology. 

S. Santhoshkumar2, G. Saravanakumar3, J. Shiffin Paul4, J. Vishwa Bharathi5, Students,  

Dept. Of Computer Science and Engineering, SSM Institute of Engineering and Technology. 

Email: suganselva01@gmail.com1, santhoshselvaraj666@gmail.com2, 
saravanaganesan2001@gmail.com3, shiffinpaulj@gmail.com4, vishwabharathi46@gmail.com5. 

 

 

Abstract 

The aim is to build a predictive model that analyse the sales of each product at a particular outlet and 

predict their future sales for helping them to increase their profits and make their brand even better and 

competitive as per the market trends by generating customer satisfaction as well. The resulting data 

can then be used to prediction potential sales volumes for retailers such as Big Mart through machine 

learning. The estimate of the system proposed should take account of price tag, outlet and outlet 

location. The technique used for prediction of sales are Linear Regression Algorithm and Random 

Forest algorithm, which is a supervised algorithm in the field of Machine Learning that offers an 

efficient prevision of Big Mart sales based on gradient. 
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I. Introduction 

Due to the rapid development of malls and online shopping, competition between different shopping 

centres and large marts is growing more heated and violent on a daily basis. Each market seeks to offer 

personalized and limited-time deals to attract many clients relying on period of time, so that each item's 

volume of sales may be estimated for the organization's stock control, transportation and logistical 

services. The current machine learning algorithm is very advanced and provides methods for predicting 

or forecasting sales any kind of organization, extremely beneficial to overcome low – priced used for 

prediction. Always better prediction is helpful, both in developing and improving marketing strategies 

for the marketplace, which is also particularly helpful. 

  

II. Related Work  

A great deal of work having been gotten really intended to date the territory of deals foreseeing. A 

concise audit of the important work in the field of big_mart deals is depicted in this part. Numerous 

other Measurable methodologies, for example, with regression, (ARIMA) Auto-Regressive Integrated 

Moving Average, (ARMA) Auto-Regressive Moving Average, have been utilized to develop a few 

deals forecast standards. Be that as it may, deals anticipating is a refined issue and is influenced by 

both outer and inside factors, and there are two significant detriments to the measurable technique as 

set out in A. S. Weigend et A mixture occasional quantum relapse approach and (ARIMA) Auto-

Regressive Integrated Moving Average way to deal with every day food deals anticipating were 

recommend by N. S. Arunraj and furthermore found that The individual model's exhibition was slightly 

less than the crossover model's.  

E. Hadavandi utilized the incorporation of “Genetic Fuzzy Systems (GFS)” and information gathering 

to conjecture the deals of the printed circuit board. In their paper, K-means bunching delivered K 

groups of all information records. At that point, all bunches were taken care of into autonomous with 

a data set tuning and rule-based extraction ability. Perceived work in the field of deals gauging was 

done by P.A. Castillo, In a publication market the executives environment, sales estimation of newly 
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distributed books was carried out using computational tools. Additionally, "artificial neural 

organisations" are used for income estimation. Fluffy Neural Networks have been created with the 

objective of improving prescient effectiveness, and the Radial “Base Function Neural Network 

(RBFN)” is required to have an incredible potential for anticipating deals.  

 
 

Dataset: Collected the dataset form the internet for the website called kaggle.com.in this work all 

having test Dataset in Test Dataset and Training Dataset a 5500 dataset and in the train data having a 

8500 data. 

 

Dataset:  
The dataset consists of 8523individual data. There are 12 columns in the dataset, which are described 

below.  

1.ItemIdentifier - Unique product ID  

2.ItemWeight - Weight of product  

3.ItemFatContent - Whether the product is low fat or not  

4.ItemVisibility - The % of the total display area of all products in a store allocated to the particular 

product  

5.ItemType - The category to which the product belongs  

6.ItemMRP - Maximum Retail Price (list price) of the Product  

7.OutletIdentifier - Unique store ID  

8.OutletEstablishmentYear - The year in which the store was established  

9.OutletSize - The size of the store in terms of ground area covered  

10.OutletLocationType - The type of city in which the store is located  

11.Outlet Type - Whether the outlet is just a grocery store or some sort of supermarket  

12.ItemOutletSales - Sales of the product in the particular store. This is the outcome variable to be 

predicted. 

 

 

Train data set: 

 

 
 

Fig1: Shows the sample of train data 
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Fig2: Shows the sample of test data 

 

III. Methodology  

Fig3 shows the architecture Diagram of the proposed model where they focus on the different 

algorithm application to the dataset. Where we are calculating the Accuracy, MAE, MSE, RMSE and 

final concluding the best yield algorithm. Here are the following Algorithm are used. 
 
 
 

 
Fig3: Shows the proposed Architecture Diagram 
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A. Linear Regression:  

 

 • Create a shattered plot. A data pattern, either linear or nonlinear, and a variance (outliers). If 

the marking isn't linear, think about a transformation. Outsiders can recommend only removing them 

if there is a non-statistical rationale if this is the case.  

 • Use the residual plot (for the constant standard deviation assumption) and the normal 

probability plot (for the normal probability assumption) to connect the data to the least squares line 

and validate the model assumptions. If the presumptions seem to be unfounded, a transformation might 

be required.  

 • If necessary, change the data to the-least-squares form a regression line using the converted 

data.  

 • Write the least-square regression line equation when a "good-fit" classic is specified. If a 

change has been finished, go back to step 1; if not, move on to phase 5. consist of R-squared errors, 

estimation, and normal estimation.  

 

 B. Random Forest Regression:  

 • Random Forest is a classifier that contains a number of decision trees on various subsets of 

the given dataset and takes the average to improve the predictive accuracy of that dataset." Instead of 

relying on one decision tree, the random forest takes the prediction from each tree and based on the 

majority votes of predictions, and it predicts the final output. 

 

IV. Result And Discussion  
 

Linear Regression  

TABLE 1: Shows the linear regression result on the various parameter 

 

Parameter value 

MSE 1162.4412631603452 

MAE    880.99990440845 

R^2 0.5041875773270634 

 

Random Forest regression 

TABLE 2: Shows the Random Forest regression result on the various parameter 

 

Model MSE MAE R^2 

Linear 

Regression 

1162.44 880.999 0.504 

Random 

Forest 

Regression 

0.547 782.253 1110.49 
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TABLE 3:  Comparison of MAE, MSE, RMSE with the model 

 

Model MSE MAE R^2 

Linear 

Regression 

1162.44 880.999 0.504 

Random 

Forest 

Regression 

0.547 782.253 1110.49 

 

 

V. Conclusion 

In this work, the effectiveness of various algorithms on the data on revenue and review of, best 

performance-algorithm, here propose a software using regression approach for predicting the sales 

based on past sales data, this method can improve the forecasting accuracy of linear regression. We 

can therefore conclude that Linear Regression and Random Forest regression provide better 

predictions than linear and polynomial regression approaches in terms of accuracy, MAE, and RMSE. 

you can forecast sales and create sales plans to avoid unexpected cash flows and manage production, 

staffing, and financing needs more effectively. In future work, ARIMA models showing time series 

plots can also be considered. 
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