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Abstract- Machine learning is a subfield of artificial intelligence that uses a wide range of 

statistical, probabilistic, and optimization techniques. These methods allow computers to "learn" 

from previous examples and find patterns that are hard to spot in large, noisy, or complicated 

data sets. Learning by machine is a key strategy for making complex algorithms that can work on 

their own and are completely objective. This makes it perfect for analysing high-dimensional and 

multimodal biomedical data. Machine learning is an important part of the modern medical 

systems we have today. Many lives can be saved and stress on the system can be eased if 

diseases are found earlier and more accurately. Lung problems are one of the most common 

reasons why people die. During this investigation, we will suggest and evaluate the convolution 

neural network that was made to classify ILD patterns. ILD patterns can have one of seven 

different results: healthy, ground glass opacity (GGO), honeycombing, consolidation, 

reticulation, or micro nodules. Another choice is to use both GGO and reticulation. For training 

and testing the CNN, we first used a deep CNN that was made for the problem at hand. Lastly, 

we put into groups how well CNNs did at analysing lung patterns, which showed that they had a 

91% success rate. We suggested that a deep convolutional neural network (CNN) be used to 

divide lung CT image patches into seven different groups, including six different ILD patterns 

and healthy tissue. The method is easy to train on different types of lung patterns, and its 

effectiveness could be improved even more. Randomizing the weights at the beginning makes 

the results for the same input slightly different. This is because the weights are not always the 

same. This means that the number of normal and non-pathological images in the training data is 

skewed. This is another important issue in medical image analysis. Rare diseases are an extreme 

example of this because they can be missed if there aren't enough training examples. Even 

though there is a risk of overfitting, the effect of this data imbalance can be lessened by using 

data augmentation to create more training images of unusual or atypical data. In addition to 

looking at data-level approaches, algorithmic modification strategies and cost-sensitive learning 

have also been looked at. 

Keywords: Lung diseases, Chest CT images, Active contour models, Spatial interdependence 

matrix, Feature extraction, Image segmentation. 

I INTRODUCTION 

The lungs, which are very important, make it possible for the body to expand and relax in order 

to take in oxygen and get rid of carbon dioxide. This is how the body takes in oxygen and gets 

rid of carbon dioxide. Lung diseases are a type of respiratory disease that affect the many organs 
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and tissues that help us breathe. This can lead to a number of problems, such as problems with 

the airways, lung tissue, and circulation in the lungs. Some respiratory diseases, like the common 

cold and flu, only cause mild pain and trouble breathing, while others, like pneumonia, 

tuberculosis, and lung cancer, can be fatal and cause severe acute breathing problems [1]. 

According to the results of a study called "Te Global Impact of Respiratory Disease," which was 

done by the Forum of International Respiratory Societies, 10.4 million people had mild or severe 

symptoms of tuberculosis, and 1.4 million of those who had the disease died [2]. The Forum of 

International Respiratory Societies was in charge of the study. Lung cancer kills an astonishing 

number of people every year. During the time the poll was done, it was said that more than 1.6 

million people had died. The "Pneumonia and Diarrhea Progress Report 2020" from the Johns 

Hopkins Bloomberg School of Public Health says that pneumonia is one of the most common 

respiratory infections and that it killed 1.23 million children under the age of 5 around the world 

in [3]. If any of the above diseases are found in their early stages, not only will the chance of 

survival be much higher, but it may also be possible to keep people from dying. X-rays of the 

chest and CT scans are two common types of tests used to find out if these diseases are present 

[4]. For the scanned photos to be looked at and the infections to be found, qualified professionals 

must be present. Official numbers from the Ministry of Health of the Union show that there is a 

shortage of 76.1 percent of doctors working in rural Community Health Centers (CHCs). Deep 

learning strategies are used to get around this problem, which makes it possible to try something 

new. Deep learning is a branch of artificial intelligence that combines traditional machine 

learning with representation learning to make the most accurate programmes possible. It is a part 

of the field of machine learning. This tool has been getting a lot of attention lately because it can 

read data from pictures, process those pictures, and give results based on data it has already 

learned [5]. By looking at the images that make up a dataset, deep learning models can learn 

features and patterns. Then, these models can use the features they have learned to classify new 

test images they have never seen before. Researchers from all over the world have already done a 

lot of studies, and the results of many of them are good news. These works can help support 

existing ways of doing things or open the door to new ones that weren't possible before they 

were made. These new ideas can help quickly and accurately identify diseases and put them into 

groups. They can also help quickly get amazing results in the fight against infectious diseases 

that kill people. 

LUNG DISEASES Most cases of tuberculosis, which is an infectious disease, are caused by a 

type of microbe called Mycobacterium tuberculosis. Most of the time, the bacteria get into the 

body through the lungs and the respiratory system [4]. Lung cancer is always listed as one of the 

world's most deadly diseases [8]. Also, if it is found and treated quickly, it can be completely 

cured. Er et al. [4,] say that pneumonitis is an infection or inflammation of the lungs that is 

usually caused by a virus or bacteria. [Needs citation] Another way to get pneumonia is to 

breathe in vomit or other foreign matter. This is an additional risk. Er et al. [4,] say that asthma is 



 

Industrial Engineering Journal 

ISSN: 0970-2555   

Volume : 53, Issue 3, March : 2024 
 

UGC CARE Group-1,                                                                                                        39 
 

a long-term condition that is marked by repeated bouts of shortness of breath and wheezing. 

[Needs citation] When someone has asthma, the lining of the bronchial tubes swells up. This 

causes the airways to narrow, which makes it harder for air to get in and out of the lungs. COPD 

is a disease that can be prevented and treated. It is characterised by a restriction in airflow that 

can't be completely fixed [4]. Also, the airflow usually gets worse over time. This is because the 

lungs have an abnormal inflammatory response to toxic particles or gases, which is usually 

caused by smoking cigarettes. 

PROBLEM IDENTIFICATION When someone has a lung disease, it's hard for them to 

breathe. In the United States, millions of people have lung diseases. When all types of lung 

disease are added up, lung disease is the third leading cause of death in the United States. People 

use the term "lung disease" to describe a wide range of conditions that affect the lungs. Even 

though there is a computer system to find pneumonia, it does not find all lung diseases that can 

be seen on a chest X-ray. Still, there is a computer system that can tell if someone has 

pneumonia. The information from the patient's chest X-ray, along with some other information, 

was used in this research to figure out what was wrong with the patient's lungs. 

MOTIVATION :Changes in the world are happening so quickly that they are putting more and 

more stress on people's health. Changes in the climate, the environment, and the way people live 

their lives that are not good all contribute to more people getting sick. The lung is one of the 

organs that is hurt by this. Chronic obstructive pulmonary disease (COPD), which is mostly 

caused by smoking and pollution, killed almost 3 million people in the year 2020, while asthma 

killed 400,000 people. People can have many different lung diseases, but this is just one example 

of the kinds of diseases that we might be able to save people from if we find them sooner. 

Thanks to improvements in technology, machines, and computer power, diseases, especially lung 

diseases, can be found earlier and more accurately. This could not only save the lives of a lot of 

people but also take some pressure off the system. The number of people has grown, but the 

health care system has not grown at the same rate. With the power of computers and the large 

amount of data that is now available to the public, now is a good time to help solve this problem. 

The goal is to make a bigger difference in the community by making health care less expensive. 

II RELATED WORK 

CNNs, which are very good at classifying images, are now thought to be one of the best ways to 

analyse medical images. In the next sections, we'll look at the Pre-Trained, Functional, and 

Sequential CNN models, which are some of the most recent versions of this type of network. In 

their study about how to diagnose tuberculosis, Liu et al. showed how CNN-trained models can 

be used in three different ways. In each of these three methods, CNN architectures are used to 

pull out features, and the support vector machine (SVM) is used to train those features. In the 

second proposal, on the other hand, the co reference resolution (CR) is used to pull out features, 
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and then the SVM classifier is used to train those features. In the third idea, these two methods 

are combined to make what is called a classifier ensemble. There are a total of 138 X-ray images 

in the Montgomery dataset, while there are a total of 662 X-ray images in the Shenzhen dataset. 

These trained models help cut down on processing time, but they aren't very accurate, so they 

can't be used for medical diagnosis. The method that Amit Kumar Jaiswal, Prayag Tiwari, Sachin 

Kumar, and Deepak Gupta came up with is called the RCNN. It is a model based on a deep 

neural network that can get both global and local information. In this method, division is done 

pixel by pixel, and it is expected that this method will work better on the radiograph dataset 

when it is tested.  

This method finds the infected areas and makes a heat map to help people who are looking at the 

results understand the information better. But they have a group of ResNet50 and ResNet101 

models, both of which are Mask RCNN models. Even though training these models takes more 

GPU processing resources, the results are less biassed than expected. Elshennawy and Ibrahim 

each gave a talk about four different models. CNN and LSTM-CNN are two of these four models 

that were trained from scratch. ResNet152v2 and MobileNetV2 are two examples of models that 

had already been trained. The first steps were taken by the CNN and LSTM-CNN models. They 

came up with a plan to build a deep learning neural network model from the bottom up, with the 

goal of using chest X-ray pictures to diagnose pneumonia in a patient who was showing signs of 

the disease [6]. One of its flaws is that it has a huge architecture with hundreds of millions of 

trainable parameter weights [7, 8]. Other problems include the fact that it is so big. For this kind 

of model, you need a lot of computer power and processing power. Naik and Edla [9] made a 

way for computed tomography (CT) images to classify and identify lung nodules. They did this 

by using different methods of deep learning. So that the diagnosis didn't take too long, the CT 

scans needed a computer-aided detection system that could tell if the lung nodule was good or 

bad. Also, this system needed the most exact measurements possible. When compared to other 

methods, the results of the deep learning algorithms used to classify the lung nodule are good. 

How well the mutations were built into the deep learning architecture was directly related to how 

quickly the classification system got better at its job. Deep learning was used to find the early 

stages of a cancerous lesion as well as new effects on the classification of nodules [10]. 

III DATASET  

From the Kaggle repository, you can download a set of medical photos that make up a dataset. In 

this research, the new CNN models of sequential and functional models were used to put this 

dataset into practise. Using the new CNN models, these models were used to put together this 

dataset. Four different modelling algorithms were used in the study that was suggested. In the 

sections that follow, you'll learn more about each of these topics. 

IV PROPOSED METHODOLOGY 
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Recently, a lot of X-ray lung data was made public on Kaggle and the UCI Machine Learning 

Repository. This was followed by lung disease data that had been labeled. The proposed method 

can classify Seven types of lung disease: ground glass opacity (GGO), micro nodules, 

consolidation, reticulation, honeycombing, and a combination of GGO and reticulation. It does 

this by taking features from segmented CT images and using deep learning to do so. Figure 1 

shows a picture of how the process works. The first thing we'll talk about is how computed 

tomography (CT) gets digital images, and then we'll talk about how the lungs are divided up. In 

the last part of this presentation, we talk about the plan for figuring out which lung diseases are 

present. 
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Preprocessing and Data Augmentation.  

The photos in the datasets are all different sizes and resolutions. Still, the CNN models need 

images to be a certain size for them to work properly. So, every image in the dataset was resized 

so that it had a resolution of 224 pixels by 224 pixels. By making the input image smaller, it's 

easier to run images faster, which makes the model faster for the task it's linked to. 

Data augmentation is a common method of support that is used to greatly increase the amount of 

training data. This is done by making small changes to a picture at every step of the training 

process. This work uses five different variations: horizontal flip, zoom, shear, rotation, and 

rescale. Because of this method, the CNN model can be trained on more data than was originally 

in the dataset. This is very important for getting very accurate results. Figure 3 shows how a 

single example photo can be used to make a lot of different things. 

Functional Model. The flexibility offered by the functional model is superior to that of the other 

algorithms. It is able to build connections between any two layers that are in opposition to the 

others and move forward in a sequential manner. Because of this, we are able to design networks 

that are more intricate and advanced [13]. After passing through the initial layer, the input 

continues on through the rest of the architecture as designed. In contrast to the model that has 

been retained, this technique also begins training from the very beginning. As, the suggested 

functional model consists of two convolution layers with a window size of 7 7 and another layer 

with a 1 1 window placed on top of a 3 3 window. Following the individual processing of the 

input by each of the two convolution layers, the results of those two layers are appended together 

and then sent on to a total of five 3 x 3 convolution layers. It was decided to use the Te Adam 

optimizer with a learning rate of 0.0001. 

Pretrained Model. This is the easiest way to group pictures, and it's also the one that people use 

most often. Instead of training a model from scratch, this method uses weights that have already 

been trained on a large set of photos [14, 15]. In the end, this means that the required images can 

be sorted better. This method is also called "transfer learning" because the weights that have 

already been learned are transferred and used in the process of classifying. In general, training on 

this model takes less time and gets better and more accurate results than training on other 

models. 
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Fig 2 Dataset  

A train-validation-test framework is used to judge the different ways to classify ILD patches. 

After the methods had been trained on the training set, which was where most of the training 

took place, the validation set was used to fine-tune them. 

   

 

Fig.3 input image 

 

Fig.4 cropped  image 

 

Fig.5 binary image 
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Fig. 6 segmented  image 

 

 

V CLASSIFICATION RESULT 

 

The statistical information in the database. (H: Healthy, GGO: Ground Glass Opacity, 

Micronodules, Cons: Consolidation, HC: Honeycombing, R: Reticulation) challenge taken into 

account, which is the classification of ILD patterns in this case. ILD patterns in CT images can 

be told apart by their local textural features, whereas random objects in colour pictures are made 

up of complex, high-level structures with a set orientation. It's not easy to come up with a formal 

definition of texture, even though most people understand the idea of texture intuitively. Since 

the two networks were made to classify colour images with 224 by 224 patches, we had to 

rescale the 32-patch data to 224 by 224 to make it work with our data. Also, we made three 

channels by taking into account three different HU windows, as described in [3]Then, we tried to 

teach AlexNet to work with our own data from scratch. But because of how big these networks 

are, they need to be trained with a lot of data. About 91% accuracy was reached, and noisy low-

detail filters from the first convolution layer were used. The network is too big for the problem 

we have, both in terms of its size and its scale.  

We tweaked the AlexNet that had already been trained (on Image Net), which is currently the 

most common way to use it on other problems. This let us get around the problem of not having 

enough data. It's possible that the size of the data set used is more important than the type of data 

used. On the other hand, if you look at the filters in the first layer. In the end, we looked at the 

pre-trained (on ImageNet) VGG-Net that had been tweaked. This was needed because starting 

from scratch with a network that big would need even more data than AlexNet did. Compared to 

AlexNet, the network was able to improve by about 2%. This is likely because the kernels are 

smaller, which makes it possible to use more convolution layers. Even so, the result is less than 

what was expected. 
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Fig.7 Healthy class graph Fig.8 micronodules class graph 

 

  
Fig.9 reticulation  class graph Fig.10 reticulation / ground glass opacity class 

graph 

 

For the analysis of AlexNet, AlexNetP, VGG-Net, the method by [13], and the proposed CNN, 

the area under the curve (AUC) was calculated. The 95% confidence interval was shown, which 

was based on [14].Based on the comparison, it was found that the suggested approach had the 

highest AUC in all seven categories. In order to find out if the differences in AUC are 

statistically significant or not, the analysis was done on a class-by-class basis and the average 

was shown for all classes (one vs all).The area under the curve (AUC) and the 95% confidence 

interval for each ROC are shown on a graph. When it comes to the more difficult patterns, like 

consolidation, reticulation, honeycombing, and reticulation/GGO, here are some comparisons: It 

was found that there wasn't a big difference between the proposed method and the pre-trained 

version of AlexNet for the rest of the patterns (healthy, GGO, and micro nodules), and for GGO, 

there wasn't a big difference between the proposed method and VGG-Net either).In the end, it 

was decided that the proposed strategy was statistically significantly better after averaging its 

performance over all of the classes that were looked at. 
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Fig.11 Ground Glass Opacity Class Graph Fig.12 Consolaidation 

 

 

  

Fig.13 Consolaidation Fig.14 Honey Combing Class Graph 
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Fig..15 Sensitivity  graph 

 

Fig16 Accuracy graph 

 

 

In Deep Learning, an epoch is a type of hyper parameter that must be defined before a model can 

be trained. One epoch is when a full dataset is run through the neural network in both forward 

and backward directions just once..For example, if we divide a dataset with 2,000 training 

instances into 500 batches, then the results of four iterations will fully cover one epoch. 

Table. 1 The proposed method for the seven considered classes. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CLASSES AUC Aucalexnetp Aucalexnet AucVGG Aucsoresen 

      

Consolidation 91.2 82.29 78.7 77.56 71.86 

Healthy 97.1 90.51 86.08 81.75 80.00 

Reticulation 97.18 92.46 87.03 86.44 79.86 

Micro nodules 100 96.17 95.87 91.11 88.17 

Ground Glass 

Opacity 

94.2 91.88 85.90 81.11 72.12 

Reticulation 

/Ground Glass 

Opacity 

97.18 92.44 84.09 79.39 76.58 

Honey Combing 100 93.47 88.16 81.01 75.96 
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Fig.17 proposed method for the seven considered classes. 

Table 2 Comparison of existing and proposed techniques  

 

Techniques Accuracy 

Existing system - VGGNet-16[1] 82% 

Proposed system – AlexNet  99.99 % 

 

 

 
Fig 18 Comparison of existing and proposed techniques 
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We proposed a deep CNN to classify lung CT image patches into7classes, including 6 different 

ILD pattern sand healthy tissue. Thus early detection of a tumor would encourage in saving an 

immense count of lives over the world reliably. Also early detection of lung nodules prevents the 

patient from meta-staging nodules. After the simulation will get 99.99% accuracy which is higher 

than the existing system .the existing image processing and machine learning techniques consume 

more execution time and are expensive. After the method can be easily trained on additional 

textural lung patterns while performance could be further improved. The slight fluctuating of the 

results, for the same input, due to the random initialization of the weights. Data or class imbalance 

in the training set is also a significant issue in medical image analysis. this refers to the number of 

images in the training data being skewed towards normal and non-pathological images. Rare 

diseases are an extreme example of this and can be missed without adequate training examples. 

This data imbalance effect can be ameliorated by using data augmentation to generate more 

training images of rare or abnormal data, though there is risk of over fitting. Aside from data-level 

strategies, algorithmic modification strategies and cost sensitive learning have also been Analysis  
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