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Abstract 

Cyber security has become very important aspect with respect to security in the contemporary era. The 

rationale behind this is that, with the emergence of Internet of Things (IoT) use cases, there are millions 

of connected devices that play crucial role in different applications. Cyber-attacks have been increasing 

due to the benefits to attackers or adversaries in different means. Therefore, there is need for continuous 

effort to safeguard cyber space. With respect to different IoT use cases, it is essential to have better 

solution that is based on machine learning techniques. Keeping this in mind, in this paper an Artificial 

Intelligence (AI) enabled framework is built for cyber security. The framework is extendible in nature 

which can support future developments in classifiers. The framework also supports machine learning 

(ML) models along with feature selection towards cyber security. In other words, it provides support 

for an AI approach towards safeguarding cyber security. The proposed system is made up of both ML 

models so as to leverage protection from time to time. It is a generic framework that can be used for 

any IoT use case provided the inputs from that network of IoT application. We proposed an algorithm 

known as Machine Learning Pipeline for Cyber Attack Detection (MLP-CAD). Experimental results 

showed that the ML pipeline with underlying techniques could provide better performance. Highest 

accuracy is achieved by Random Forest with 95.97% accuracy.  

 

Keywords – Machine Learning, Cyber Security, Feature Selection, Intrusion Detection, Internet of 

Things  

 

1. INTRODUCTION  

Cyber security if found an important security requirement in the contemporary era. Moreover, network 

traffics are ever increasing and in the IoT use cases, it is more so, therefore, there is need for machine 

learning and automated approaches rather than other alternatives. When there is an associated system 

that learns from the network traffics, over a period of time, the learning will have sufficient training 

samples so as to detect attacks accurately and with automated system. Another important observation 

in the literature is that different IoT use cases exist in the real world without sufficient security in place.  

Yet another observation in the literature is that the existing solutions are based on particular techniques 

and there is need for a comprehensive cyber security framework that leverages AI in the form of ML 

and deep learning techniques. Different AI enabled approaches have been studied from the literature. 

It is understood that there is need for reusable framework that leverages cyber security in IoT use cases. 

Literature [1]- [15] is rich in providing different machine learning based approaches to detect different 

kinds of attacks. However, a comprehensive framework that is holistic in nature with supervised 

learning methods and ability to analyse live network flows from IoT use cases is highly desired. The 
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study of the literature from has provided very useful insights. The insights are summarized here. Cyber 

security if found an important security requirement in the contemporary era. Moreover, network 

traffics are ever increasing and in the IoT use cases, it is more so, therefore, there is need for machine 

learning and automated approaches rather than other alternatives. When there is an associated system 

that learns from the network traffics, over a period of time, the learning will have sufficient training 

samples so as to detect attacks accurately and with automated system. Another important observation 

in the literature is that different IoT use cases exist in the real world without sufficient security in place.  

Yet another observation in the literature is that the existing solutions are based on particular techniques. 

It is understood that there is need for reusable framework that leverages cyber security in IoT use cases. 

Our contributions in this paper are as follows. 

1. We proposed a framework for improving cybersecurity using machine learning techniques.  

2. We proposed an algorithm known as Machine Learning Pipeline for Cyber Attack Detection 

(MLP-CAD) for automatic detection of cyber-attacks on IoT use case. 

3. We made comparative study of different ML models and found their performance dynamics.  

The remainder of the paper is structured as follows. Section 2 reviews literature on existing ML models 

for cyber security. Section 3 presents the proposed framework with underlying algorithm. Section 4 

presents results of our empirical study. Section 5 concludes our work besides giving scope for future 

research.  

 

2. RELATED WORK 

This section reviews important literature on different existing methods used for cyber security. Said et 

al. [1] explored the need for machine learning techniques for cyber security enhancement. Their work 

includes both ML and deep learning models towards improving cybersecurity. Ibitoye et al. [2] 

proposed a deep learning technique for intrusion detection. It was designed to have a defence model 

for IoT networks. Diro et al. [3] studied a distributed approach using ML for automatic detection of 

attacks. Alrashdi et al. [4] proposed a methodology for IoT security using ML techniques. It is based 

on the use case of IoT pertaining to smart city where there are several vulnerabilities. Bahs et al. [5] 

focused on IoT botnet detection using ML techniques. It is supported by their proposed approach 

towards dimensionality reduction process. Ge et al. [6] explored an intrusion detection model for cyber 

security. They studied IoT networks, their vulnerabilities besides proposing an intrusion detection 

framework. Hussain et al. [7] found that IoT security can be enhanced using ML models. Their research 

has revealed state of the art and directions for future scope of the research.  

Kelton et al. [8] investigated on different methodologies in which ML approach is used for intrusion 

detection. It was made to provide valuable insights on cyber security dynamics. Doshi et al. [9] 

proposed ML based framework for detection of DDoS attacks that threaten cyber security in distributed 

applications. Kilincer et al. [10] explored different datasets and ML models existing for cyber-attack 

detection. AlZubi et al. [11] considered cyber-physical system in healthcare domain to perform 

research on cyber security. They proposed an attack detection model based on ML techniques. Strecker 

et al. [12] also focused on ML-driven solution to cyber-attacks. Abdallah et al. [13] used supervised 

learning mechanisms to deal with intrusion detection in network systems. Leon et al. [14] made a 

comparative study of different ML model used for intrusion detection. Mishra and Tyag [15] studied 

the importance and role of ML models in security of IoT based cloud assisted applications. From the 

literature, it is understood the importance of ML models and need for further improvement of the state 

of the art for cyber security.  

 

3. PROPOSED FRAMEWORK 

This section throws light into different aspects involved in the project and its implementation. It 

focuses on the modus operandi of its functionality. It illustrates an extendible AI framework based on 

ML techniques to have cyber security to IoT use cases. The conceptual framework of the proposed 

system includes extensive literature review to arrive at the present state of the art. Based on the insights, 
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it is possible to fine tune requirements further. The implementation of project is based on ML 

techniques used with an extendible framework that supports future innovations as well. After prototype 

is built and tested, it is evaluated and improved it further to have a product with commercial value. 

Figure 1 shows the broad overview of the approach used in the system prior to elaborating it further 

more minute details.  

 
Figure 1: Shows the broad overview of the proposed system for AI based cyber security 

The system overall architecture shows a simple and effective phenomenon for detection of malicious 

traffic (due to attacks) in IoT use cases. The traffic is examined for any malicious patterns. Based on 

this malicious traffic is identified and such data will be used, as the time elapses, as training data. The 

training data is subjected to feature selection in order to have better performance. The feature selection 

process identifies the features, out of all available features, that can contribute to the determination of 

class labels in the supervised learning process. After training with a machine leaning or deal learning 

classifier, it results a knowledge model that enables AI based cyber security. More details of the 

proposed framework are given in Figure 2.  
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Figure 2: The AI framework for cyber security with more details 

The network traffic of IoT use case is continuously monitored by the framework and the results of 

classification are used to increase training dataset so as to leverage performance as time elapses. It is 

gradually overcome any data insufficiency problem with training dataset, often known as cold start 

issue. The results of testing phase are evaluated and sent to training database so as to increase number 

of training samples (network flows). As the training data increased, it results in quality of training and 

thus testing accuracy gets improved as well. When new training samples arrive, they are evaluated and 

when live traffic data comes from an IoT use case, the data is continuously monitored and the traffic 

patterns are classified. The system supports any classifier that is based on supervised learning 

approach. It is extendible so as to support future classifiers as well. Once the samples are classified, 

they are optimized in terms of validating class labels and then the training database gets updated. Thus, 

there are two procedures running one for online and one for offline. Online means when new test data 

(live network traffic arrives) and offline means that is a continuous process irrespective of new traffic 

to enhance its database. It may be supported by human experts to add samples continuously to database 

to get validated and increase training samples from time to time.  
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Figure 3: Technical details pertaining to the proposed system 

Figure 3 shows the technical details of the proposed system. It shows that there is training data 

pertaining to IoT network traffic given as input to the system. Then the system extracts feature from 

the training data. As all features may not be suitable for class label selection, there is feature selection 

module that takes the extracted features and selects features that are useful for determination of class 

labels. The framework supports any classification model (supervised learning) which may have 

different hyperparameters. Such hyperparameters are tuned in order to have better outcomes. Then the 

training is given to the selected model (classifier). The results of training are the cyber-attacks detection 

model. When live data arrives from IoT network, that is given to the detection module which consults 

the cyber-attacks detection model in order to classify traffic. After classification, the training data is 

updated with new labelled samples. The classification results can be used to make well informed 

decisions.  

 

Algorithm: Machine Learning Pipeline for Cyber Attack Detection (MLP-CAD) 
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Output: Results R 

1. Start 

2. T1GetDataForTraining(D) 

3. T2GetDataForTesting(D) 

4. FFindFeaturess(T1)  

5. For each ML model m in pipeline of models M  

6.    mTrainModel(F) 

7.    For each network flow in T2  

8.       RTestModel(m, T2)       

9.       Display R 

10.       Evaluate performance  

11.       Display performance statistics 

12.    End For 

13. End For  

14. End 

Algorithm 1: Machine Learning Pipeline for Cyber Attack Detection (MLP-CAD) 

As presented in Algorithm 1, it takes different ML models as pipeline along with dataset used for 

experiments. It performs pre-process in order to differentiate training and testing data for further 

supervised learning process. It extracts features from the training dataset referred to as T1. Afterwards, 

there is an iterative process in which each model is trained with the extracted features and the learned 

model is used to detect intrusions or cyber-attacks. After completion of the algorithm, the output 

includes attack detection for each test instance and overall performance of different ML models.  

 

4. EXPERIMENTAL RESULTS 

This section presents experimental results in terms of data dynamics, feature importance, partial 

dependence of features on class labels and cyber-attack detection performance among different ML 

models. UNSW-NB15 dataset [16] is used for empirical study.  

 
Figure 4: Shows attack distribution in the dataset 

As presented in Figure 4, there are different kinds of attacks found in the dataset used for experiments. 

For each attack, number of instances is provided.  
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Figure 5: Shows attack and normal traffic flows distribution in the dataset 

As presented in Figure 5, it shows number of attack instance and normal instances provided in the 

given dataset. Attack instance and normal instance are denoted by 1 and 0 respectively.  

 
Figure 6: Shows partial dependence on class labels on different features using Logistic Regression 

model 

As presented in Figure 6, partial dependence on class labels on different features using Logistic 

Regression model is provided.  
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Figure 7: Shows partial dependence on class labels on different features using Logistic Regression 

model 

As presented in Figure 7, partial dependence on class labels on different features using Logistic 

Regression model is provided.  

 
Figure 8: Shows partial dependence on class labels on dttl vs. swin features using Logistic 

Regression model 

As presented in Figure 8, partial dependence on class labels on dttl vs. swin features using Logistic 

Regression model is provided.  
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Figure 9: Shows partial dependence on class labels on dttl vs. swin features using Logistic 

Regression model reflecting one way and two way approaches 

As presented in Figure 9, partial dependence on class labels on dttl vs. swin features using Logistic 

Regression model is provided reflecting one way and two way approaches.  

 
Figure 10: Shows partial dependence on class labels on ct_srv_dst vs. is_sm_ips_ports features 

using Logistic Regression model reflecting one way and two way approaches 

As presented in Figure 10, partial dependence on class labels on ct_srv_dst vs. is_sm_ips_ports 

features using Logistic Regression model is provided reflecting one way and two way approaches.  
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Figure 11: Shows partial dependence on class labels on ct_srv_dst vs. dttl features using Logistic 

Regression model reflecting one way and two way approaches 

As presented in Figure 11, partial dependence on class labels on ct_srv_dst vs. dttl features using 

Logistic Regression model is provided reflecting one way and two way approaches.  

 
Figure 12: Shows partial dependence on class labels on is_sm_ips_ports vs. dttl features using 

Logistic Regression model reflecting one way and two way approaches 

As presented in Figure 12, partial dependence on class labels on is_sm_ips_ports vs. dttl features using 

Logistic Regression model is provided reflecting one way and two way approaches.  
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Figure 13: Shows partial dependence on class labels on ct_srv_dst vs. swin features using Logistic 

Regression model reflecting one way and twoway approaches 

As presented in Figure 13, partial dependence on class labels on ct_srv_dst vs. swin features using 

Logistic Regression model is provided reflecting one way and two way approaches.  

 
Figure 14: Feature importance of training dataset 

As presented in Figure 14, feature importance is computed and visualized for different features in the 

dataset. Higher importance indicates more capability of feature in predicting class labels on training 

data.  
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Figure 15: Feature importance of testing dataset 

As presented in Figure 15, feature importance is computed and visualized for different features in the 

dataset. Higher importance indicates more capability of feature in predicting class labels on testing 

data.  

Table 1: Shows performance comparison 

Prediction Model 

Performance (%) 

Accuracy Precision Recall F1-Score 

Random Forest 0.9597 0.963 0.9783 0.9706 

DecisionTree 0.9485 0.9629 0.9614 0.9621 

MultiLayer Perceptron 0.9472 0.9555 0.9676 0.9614 

LogisticRegression 0.9274 0.9129 0.9874 0.9487 
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As presented in Table 1, the performance of different ML models is provided with different metrics.  

 
Figure 16: Cyber-attack detection performance of different models 

As presented in Figure 16, the proposed framework is evaluated. The proposed algorithm exploits 4 

ML models in pipeline. Each model is found to have different performance due to its internal 

mechanisms. The accuracy of LogistcRegression is least with 92.74% accuracy. Performance of MLP 

is 94.72% while Decision Tree exhibited 94.85% accuracy. Highest performance is exhibited by 

Random Forest model with 95.97%.  

 

5. CONCLUSION AND FUTURE WORK 

In this paper an Artificial Intelligence (AI) enabled framework is built for cyber security. The 

framework is extendible in nature which can support future developments in classifiers. The 

framework also supports machine learning (ML) models along with feature selection towards cyber 

security. In other words, it provides support for an AI approach towards safeguarding cyber security. 

The proposed system is made up of both ML models so as to leverage protection from time to time. It 

is a generic framework that can be used for any IoT use case provided the inputs from that network of 

IoT application. We proposed an algorithm known as Machine Learning Pipeline for Cyber Attack 

Detection (MLP-CAD). Experimental results showed that the ML pipeline with underlying techniques 

could provide better performance. Highest accuracy is achieved by Random Forest with 95.97% 

accuracy. In future we incorporate deep learning models in the proposed framework for improving its 

performance further.  
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