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ABSTRACT 

In today's developed nations, there have been significant advancements in the production of electricity 

from renewable sources. With the aid of a proposed cascaded feedforward neural network (CFNN) 

controller-fed advanced power conversion devices like symmetrical hybrid (SH), switched inductor 

(SL), and switched capacitor (SC) based boost converter and reduced switch cascade multilevel 

inverter (CMLI), the main goal of this research is to investigate the grid integration of solar systems 

within allowable total harmonic distortion (THD) limits. The power conversion SH-SL-SC converter 

has a low switch count and a high voltage gain. The voltage and current profiles of CMLI have low 

harmonic content and the fewest power electronic switches.  The proposed CFNN-MPPT controller 

works better in various weather circumstances when generating a control signal for the suggested SH-

SL-SC boost converter, where it requires a substantial amount of data to function properly. 
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I- Introduction 

The global conscience's revision of energy policies to combat CO2 emissions is the reason for the 

growing interest in renewable energies. Proposals to accomplish this aim include limiting harm to the 

environment and ecosystem, encouraging the development of alternative resources, and replacing 

fossil fuels with cleaner energy sources. Photovoltaic energy has a long lifespan, is highly reliable, and 

is clean. Thus, it is regarded as one of the renewable energy that is most sustainable. These systems 

can be placed in or close to the area where they are needed, preventing transmission losses and helping 

to lower CO2 emissions in cities[1].The photovoltaic module, which serves as the conversion unit in 

this generation system, is created by connecting a number of solar cells in series and parallel with their 

protection mechanisms (figure 1). In addition, the amount of energy gained is contingent upon solar 

radiation, cell temperature, and voltage generated within the photovoltaic module[2]. 

 
Fig. 1. PV module cell. 

If PV penetration is sufficiently high, PV systems may have multiple negative grid implications. 

Among these include reverse power flow, distribution system overvoltage, difficulty regulating 

https://www.mdpi.com/search?q=photovoltaic
https://www.mdpi.com/search?q=maximum+power+point+tracking
https://www.mdpi.com/search?q=binary+particle+swarm+optimization
https://www.mdpi.com/search?q=multilevel+inverter
https://www.mdpi.com/search?q=total+harmonic+distortion
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voltage, phase imbalance, PQ problems, increased reactive power, and difficulty identifying islanding 

[3]. The problem of creating prediction time series data based on a stochastic (probabilistic) process 

with a high degree of accuracy can be formulated based on the background. One of the shortcomings 

of the widely used ARIMA method for forecasting is its inability to take into account the possibility 

of nonlinear correlations between data. Analyzing data with period patterns that change over time is 

likewise less likely to satisfy the stationarity assumption. Predictions are frequently less accurate as a 

result of this[4]. To produce more accurate findings, a more flexible and nonlinear-nonparametric 

CFNN model can be developed and used to predict time series data. In order to find the best 

architecture, the input selection process is the crux of the CFNN modeling problem.An Artificial 

Neural Network (ANN, sometimes simply referred to as NN alone) is a collection of simple, 

interconnected units known as neurons. Particularly when it comes to having several inputs and one 

output, every neuron is a mapping[5]. The neuron's output is determined by the total of its inputs. An 

activation function is the function that a neuron uses in its output[6]. The symbol for a single neuron 

indicates the number of arrows originating from the neuron because the single output of the neuron 

can be utilized as an input to some additional neurons. The term "perceptron" refers to a straightforward 

network architecture that consists simply of the input and output layers. The signal is transferred 

straight from the input layer to the output layer in a perceptron[7]. There is a linear link between input 

and output. Weighted sums of signals are transmitted from the input to the output, showing the direct 

connection between the two levels.A multi-layer neural network, or Multi-Layer Perceptron (MLP), is 

created by adding layers between the input and output. MLP network is also known as a Feed Forward 

Neural Network (FFNN) in neural network modeling. The hidden layer is an extra layer that is included 

in the FFNN network[8]. 

 

II- PV module modeling: 

 
Figure-2 Equivalent circuit of solar cell 
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Iph is solar generated voltage, Iph depend on solar radiation and cell temperature . 

I0 is the reverse saturation current of diode. 
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Table-1  Solar cell  parameters[9,10] 

Sr. Represented by Parameters 

1 V Output voltage of solar cell 

2 I Output current of solar cell 

3 ISCR short circuit current of solar cell 

4 Ki Short circuit temperature coefficient 

5 𝑇𝑟 Reference temperature 

6 𝐼𝑟𝑠 Saturation current at reference temperature 

7 T Temperature (K) 

8 K Boltzmann constant (1.38*10-23 J/K), 

9 Rsh Shunt resistance of PV cell in ohm 
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𝑁𝑠, is number of series solar cells in a module 

𝑁𝑝, is number of parallel solar cells in a module 

If Ns is the number of series solar cell per module and Np is parallel solar cell per module, 

The solar output current I  

I=NpIph- NpI0 [ exp ((
𝑞

𝑎𝐾𝑇
)(

𝑉

𝑁𝑠
 +

𝐼𝑅𝑠

𝑁𝑝
))-1}- 

𝑁𝑝

𝑅𝑠ℎ
(

𝑉

𝑁𝑠
 +

𝐼𝑅𝑠

𝑁𝑝
)     (3) 

Optimization problems are common in many real-world applications, such as those in engineering, 

finance, economics, transportation, and medical. Experts in these fields commonly use optimization 

techniques to find the best options and trade-offs that maximize the trade-offs of the optimal decisions. 

As an alternative, maximize profits, sales, efficiency, and other variables while minimizing costs, risks, 

and losses [11]. The basic idea behind a novel modified PSO approach for optimization is to create an 

algorithm that moves about the surrounding space of the fitness function or test function and looks for 

the optimal place [12]. In a neural network, a neuron (NN) is the most fundamental unit. The synaptic 

weight serves as the link between neurons. Figure 6 displays the five hidden tiers and the production 

layer of this NN. A CFFNN is one type of NN that fits this description; Figure 5 shows how one is 

constructed. In CFFNNs, the output nodes communicate with the hidden nodes, and the contribution 

nodes communicate with each other.  

 
Fig-3 MATLAB Simulink of proposed grid Integration of photovoltaic system 
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Fig- 4 Controllers used in proposed grid Integration of photovoltaic system 

 

III- PSO Algorithm 

We define the issue as a d-dimensional simple optimization problem where d dimensions are optimized 

[13]. The multidimensional test function characterizes the degree to which the ith particles' locations 

in multidimensional space align with the desired target. The velocity of the particle to be managed 

(expressed by the d component) determines the location of the multidimensional algorithm.  Therefore, 

the ith particle's position may be xi(xi,0,...,xi,d), and its velocity could be vi (vi,0,..).In the novel 

modified pso position of ith particle is updated with equations (4) and equations (5). 

𝑉𝑡+1=𝜔𝑡 𝑉𝑡 +𝑐1 𝑟1 (g− 𝑥𝑡) −𝑐2 𝑟2 (P− 𝑥𝑡)       (4) 

𝑥𝑡+1= 𝑥𝑡 +𝑉𝑡+1          (5) 

Where  𝑥𝑡 and 𝑉𝑡 are the current positions and current velocity of the ith particle whereas P is the best 

to position fitness value, g is the position obtain its best fitness value by an entire swarm, 𝑐1, 𝑐2 are 

learning constant whereas 𝑟1, 𝑟2 are the random number in the range of [0,1] and 𝜔𝑡 is the damping 

parameter that regulates the transition between exploration and exploitation phases in the presented 

algorithm [14]. 

Table -2 PSO prameters 

PSO parameters Magnitudes  

Swarm coefficient 𝑐1 2.2 

Swarm coefficient  𝑐2 2.2 

Min weighting coefficeant 𝑤𝑚𝑖𝑛 0.5 

Max weighting coefficeant 𝑤𝑚𝑎𝑥 0.8 

Iteration k  105 

Swarm size n 20 

Lower limite of variables ∆𝑑(𝑘)𝑚𝑖𝑛 [-0.2,   -0.22] 

Upper limite of variables ∆𝑑(𝑘)𝑚𝑎𝑥 [0.2,   0.22] 

 

IV-  Cascaded feedforward neural network (CFNN) controller 

Every layer in the network has an initial connection from the input to that layer, and then there is a 

subsequent link from that layer to the layers below. The relationship between the input and the output 

of a perceptron is direct. On the other hand, the relationship between input and output in a CFFNN is 

not direct. The relationship of the unseen layer is shaped by a stimulation function that is both linear 

and non-linear. Combining perceptron and multilayer networks can be used to create a network that 

connects the input and output layers. Cascade forward refers to the CFFNN that this connection 

architecture generates. Equation (6) presents a possible solution for the CFFNN model. 

𝑦 = ∑ 𝑓𝑖𝑤𝑖
𝑖𝑥𝑖 + 𝑓0𝑛

𝑖=1 (∑ 𝑤𝑗
0𝑓𝑗

ℎ𝑘
𝑗=1 (∑ 𝑤𝑗𝑖

ℎ𝑥𝑖
𝑛
𝑖=1 ))    (6) 

where 𝑓0 is the activation function on the output layer, 𝑓𝑗
ℎ is an activation function on the hidden 

layer,𝑤𝑗
0 is the weight of the jth neuron at the output layer, 𝑤𝑗𝑖

ℎ is the weight of the jth neuron at the 

hidden layer, and 𝑤𝑖
𝑖 is the weight of the ith neuron at the input layer.where 𝑤𝑏 is the weight of the 

bias from the input. The CFNN model often employs time series data. The outcome is present data at 

𝑋𝑡 level because neurons in the input layer delay the time series data represented by the data at 𝑋𝑡−1, 

𝑋𝑡−2, 𝑋𝑡−3, and 𝑋𝑡−𝑝 levels. To increase the size of the entire network by the number of neurons in the 

contribution layer, the network weight must be computed and modified. The feedforward algorithm 

on CFNN, known as backpropagation, consists of three stages: initial weight computation, pattern 

error counting, and further weight calculation. The error is computed during the feedforward phase, 
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and then the development continues with the feedforward design (the variation in the result to the 

target)[15].  

𝑦 = ∑ 𝑓𝑖𝑤𝑖
𝑖𝑥𝑖 + 𝑓0𝑛

𝑖=1 (𝑤𝑏 + ∑ 𝑤𝑗
0𝑓𝑗

ℎ𝑘
𝑗=1 (∑ 𝑤𝑗𝑖

ℎ𝑥𝑖
𝑛
𝑖=1 ))    (7) 

To ensure that everything is still exact, the weights must be adjusted before the computation is 

repeated. The operation is continued as long as no errors or iteration halts are discovered. The 

conjugate gradient optimization technique for changing the CFNN's weights is briefly covered in this 

section. Assume that is a weight vector representing the length and that the objective is to find all of 

the network weights as given by equation (8). 

𝑒 = 0.5((𝑋𝑡 − 𝑋�̂�)2)         (8) 

The dimension of the optimistic positive matrix is s*s. However, QT = Q has a definition of Q. The 

steps in the Conjugate Gradient Optimization process are as follows:  

Step 1: Select 0 as the starting location and set k to 0. 

Step 2: Utilizing equation (9) as a guide, ascertain the gradient of the starting weight.  

𝑔0 =
𝑑𝑒

𝑑𝑤0 =
𝑑𝑒

𝑑𝑤 𝑖𝑓 𝑤=𝑤0= |
𝑑𝑒

𝑑𝑤1
0 

… … … . .
𝑑𝑒

𝑑𝑤𝑠
(0)

 
|      (9) 

If 𝑔(0)= 0 then stop and then obtained the optimal weight Ω (0). Else, 𝑑(0)= 𝑔 (0) 

Step 3: Determine 𝛼𝑘 using equation (10) 

𝛼𝑘= arg min 𝛼≥0  e(𝑤𝑘 + 𝛼𝑑𝑘)= −
𝑔(𝑘)𝑇𝑑(𝑘)

𝑑𝑘𝑇𝑄𝑑(𝑘)
     (10 

Step 4: Determine 𝛺 (𝑘+1) using equation (11) 

𝛺 (𝑘+1)= 𝛺 (𝑘)+𝛼𝑘 𝑑(𝑘)        (11) 

Step 5: g (k+1)=
𝑑𝑒

𝑑𝑊(𝑘+1) if 𝑔 (𝑘+1) = 0 stop and the optimal weight is w(k+1) 

 Step 6: Determine 𝛽𝑘 using equation (12) 

𝛽𝑘 =
𝑔(𝑘+1)𝑄𝑑𝑘

𝑑(𝑘)𝑇𝑄𝑑𝑘
          (12) 

Step 7: Determine 𝑑 (𝑘+1) using equation (13) 

 𝑑 (𝑘+1) = − 𝑔 (𝑘+1) + 𝛼𝑘𝑑 (𝑘)        (13)  

Step 8: k = k+1: drive to stage 3 

Epoch repetition is also referred to as weight searching on CFNN in feedforward neural networks 

(FFNN). To start the repetition method, the program must not have satisfied the iteration termination 

condition before epoch k = K. The direction vector is reset after each iteration because this method 

can't guarantee convergence in the n steps, and the procedure is continued until the termination 

condition is met. In the non-linear model, Q is a nonconstant Hessian matrix that is produced for each 

iteration. An algorithm for eliminating Q is employed to make the method straightforward, with the 
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only sources of algorithm reliance being the function and gradient value for each iteration. One of the 

many formulae for substituting Qd(k) with other forms is the Hestenes-Stiefel formula, or Qd(k). Thus, 

the k may be expressed as in equation (14). 

𝛽𝑘 =
𝑔(𝑘+1)𝑇[𝑔(𝑘+1)−𝑔𝑘]

𝑑(𝑘)𝑇[𝑔(𝑘+1)−𝑔𝑘]
        (14) 

The job in issue is the stimulation task between the contribution and production layers, and the 

stimulation function from the contribution layer to the production layer is represented by the weight in 

the contribution layer's stimulation function. equation (6) changes to resemble equation (7) when an 

additional bias is applied to the contribution layer and each neuron in the hidden layer has an activation 

function of fh. 

 
Figure 5. The architecture of CFFNN 

 

 
Figure 6 . CFFNN architecture – five layers 

 

V- Result 
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Fig-7 Grid voltage and current 

 
Fig- 8 Custom Neural Network generated pulse to trigger boost converter 

 
Fig- 9 Solar Voltage 

 
Fig-10 Solar current 
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Fig-11 THD in load voltage 

 
Fig-12 THD in load Current 

 
Fig-13 Grid Frequency  

VI- Conclusion: 

In this study, a 15 kW PV system with a reduced switching 9-Level CMLI was modeled in Matlab 

using the CFNN control approach. A variety of operating conditions, such as active and reactive power, 

power factor, load voltage, and current THDs, were evaluated for the system's performance, and the 

model was simulated. The integration and operation of various control algorithms with PV systems 

was the subject of the second section of this study report. The systems' performance indicates that the 

load voltage and current THD values with CFFNN are 8.87% and 8.72%, respectively. In grid-

connected systems, the power factor values are 0.989 but neither of the control methods takes longer 

to obtain the rated voltage, current, or active power. 
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