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ABSTRACT 

Speaking is how most people communicate with each other and express themselves. Speech poses a 

considerable challenge for individuals with certain disabilities, such as those who are hearing-

impaired, mute, or nonverbal. Such individuals those are hearing-impaired they usually communicate 

through sign language or hand gesture as their only means of communication with others. Language 

ensures these individuals are included in spoken communication groups using a system of gestures and 

visual clues. But it's also critical to understand these people's language semantics and gestures. To 

close this gap, the field of sign language study has seen a noticeable expansion. In this study, we 

emphasize the importance of translating and interpreting sign language and provide an extensive 

review of relevant research conducted in this field. We analyze from several perspectives, such as sign 

language recognition, and dataset accessibility. Our goal is to make a positive impact on the field of 

sign language literature and its practical applications by investigating these facets. 

 

Keywords: Recurrent Neural Network (RNN) , You Only Look Once (YOLO),Image Recognition , 
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Introduction 

The hand plays an essential function as an interaction medium in human-computer interaction (HCI) 

[1]. Forms of communication can be broadly classified as linguistic and non-linguistic. A hand motion 

is a form of body language or physical communication that conveys a message through motion of body 

language or physical communication through different actions of body [2]. The most frequently used 

part of physical communication to create gestures that helps in commutating is by the motion of various 

body gestures which mainly includes the hand gesture. Hand gestures come in two varieties: static or 

fixed and dynamic or moving. Static or stationary hand gestures describe postures where the hands are 

in stable shapes, and dynamic hand gestures consist of a sequence of images. Visual communication 

in chaotic situations is a key task for various automated image analysis applications [3], including 

virtual reality, touch less or gesture-based interaction, sign or gesture language processing, hand 

activity analysis, and hand-movement surveillance for drivers. This research's primary objective [4] is 

to pinpoint the difficulty in identifying and detecting static or fixed hand gestures involves recognizing 

when the body poses or finger of hand takes specific positions to convey specific message to intended 

recipient. Reconstructing the body pose or position of figure in hand is particularly challenging due to 

the wide range of configurations of postures and angles in relation to the image or video sensor, which 

contribute to the high level of complexity of this challenge. Otherwise, recognizing static hand gestures 

is essential for numerous applications, including hand gesture commands and driver hand monitoring 

to reduce driver attention, SLR for hearing impaired. SLR is vital for the deaf and speech-challenged 

communities, among others. As for the interaction required for the system and for that purpose there 

is need of the exact location on the finger tips [28]. 

 

            Understanding hand gestures is just as important as understanding sign language [5].  

People with hearing impairments often face challenges in fulfilling basic human needs such as 

learning, writing, instructing, interacting, and literacy, which may not come naturally to them. People 

connect with one other all across the world using a variety of communication methods. Sign language 

is one of these communication methods. 
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Individual with hearing impairments frequently utilize body posture sign language as a natural means 

of communication. Occasionally, technology needs to be updated to recognize sign language in order 

to enable communication among individuals with hearing impairments and the general public [6]. The 

technology known as sign language recognition enables a computer to identify the sign language used 

by the signer and, with the aid of certain algorithms, convert it to text. Spoken languages are 

communicated using hand gestures, body language, and facial expressions rather than words or written 

words. Sign languages are unique in their visual presentation and interpretation of concepts, setting 

them apart from other languages, as they rely on visual rather than auditory communication. This also 

creates a unique language barrier. 

 

Literature Review 

Body gesture or hand key point movements can be recognized in several data sources, such as images 

or real time motion video and wearable sensors. Hand gesture recognition research has evolved. In 

early ages or in the beginning of this era, sensor gloves, Illuminated markers, or similar devices were 

employed. Hand classification is a difficult task that requires stable illumination conditions for precise 

findings. Hand motions can be detected using several parameters such as skin tone and velocity, as 

well as articulated models, spatiotemporal descriptors, and trajectory information. Deep feature-based 

techniques have been pivotal in propelling the success of convolutional neural networks, sparking 

innovation across diverse domains, leading to the development of various object identification and 

recognition algorithms. Here, a study has been done on the various techniques 

In a recent study authors, Mariusz Oszusta ,Jakub Krupskia[6] introduced a method that segments uses 

gestures of sign language in smaller regions , or cells, and utilizes numerical metrics to characterize 

these regions. To effectively compare gestures of varying lengths, DTW technique is often paired with 

the nearest neighbor (NN) rule. This approach aligns and matches temporal sequences, allowing for 

accurate recognition of gestures even when their durations vary. DTW handles the variability in timing, 

while the NN rule ensures robust classification by comparing each gesture to the closest example in 

the training set. This combination enhances the performance of gesture recognition systems by 

accommodating differences in gesture execution speedNevertheless, the computational demands of 

DTW pose a limitation on the classifier's practicality due to its time-consuming nature. 

Here another author Radu Mirsu et.al.[7]proposed an approach  where 3D time of flight data used and 

PCA is used for segmentation algorithm which provides the normalized data and neighbourhood 

decision can be made on histogram with the architecture of Pointnet.  

In another work of Jyotishman Bora et.al. presented a novel dataset preparation method by using fusion 

of bidimensional and tridimensional Assamese gestures. The MediaPipe framework was utilized for 

landmark detection in these images. So this initiative leads to the development of an Assamese Sign 

Language dataset containing more than 2000 data points. It includes 9 stationary gestures representing 

various vowels and consonants. 

Yanqiu Liao et.al. [9] introduces a multimodal dynamic or changing SLR method called the BLSTM-

3D Residual Network (B3D ResNet). This approach leverages a deep three -dimensional Residual 

ConvNet and bi-directional LSTM networks to automatically extract spatial-temporal features from 

moving images or video sequences. After feature extraction, B3D ResNet assigns intermediate scores 

or marked values to each action or gesture within the image or video sequence, enhancing the accuracy 

of SLR by analyzing both spatial or physical and temporal or sequential aspects of the gestures. 

In another work of Yulius Obia et.al. [10] introduce an application capable of real-time language 

recognition and conversion. This research utilizes ASL datasets in combination with a CNN 

classification system. The process starts by filtering the hand image, which is then fed into the 

classifier. The CNN processes the filtered image to predict the class of the hand gestures, enhancing 

the accuracy and efficiency of SLR. 

Razieh Rastgoo et al. [11] conducted an analysis of visual or optical SLR models utilizing DL 

methodologies within the past 5 years. Here, the analysis of various models represents an improvement 
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in recognition accuracy for SLR, more research is needed to address remaining challenges and 

optimize performance further. 

In the recent work, Sumaya Siddique et al. [12] employed Detectron2, EfficientDet-D0 with 

TensorFlow, and PyTorch-based YOLOv7 models for implementation. The project also implement the 

Jetson Nano, a compact and powerful NVIDIA microprocessor, to create an object detection model 

capable of inferring from test images in real-time. 

Qazi Mohammad Areeb et al. [13] introduce combination of VGG-16 and LSTM model as 

classification model for ISL data set with with approx 98% accuracy and YOLO v5 as detection model 

with almost 99.6% MAP value. Sign language serves as an emergency communication tool for deaf 

people, assisting them in dealing with challenging situations. 

Muneer Al-Hammadi et.al[14] introduces an effective architecture for SLR utilizing a GCN. The 

architecture features a series of separable 3DGCN layers, augmented by a spatial attention mechanism. 

By incorporating only a few layers, this proposed architecture sidesteps the common issue of over-

smoothing encountered in DGNN. Attention mechanism plays here a major role for representation of 

the gestures or hand signs. 

Bayan Ibrahimm et.al.15] developed a method to process dynamic hand movements by converting 

them into frames, removing noise, and adjusting intensity for feature extraction. The method identifies 

hand gestures, generates a skeleton using mathematical calculations, and extracts features such as joint 

color cloud, and many more other specialized feature. These features are fine-tuned, and a subset is 

fed into a RNN classifier for improved accuracy in classification results. 

Guoyu Zhou, Zhenchao CuiJing Qi [16] presents BLSNet, a tri-branch portable sub-division network 

for gesture sub-division. It uses three specialized branches to capture neighborhood characteristics or 

regional features, boundaries, and contextual hand properties. The edge segment features a MDSC 

module to enhance contour precision, while a boundary weight module refines boundaries. The 

semantic branch employs continuous downsampling for accurate hand localization in complex 

backgrounds. The Ghost bottleneck is used throughout BLSNet as the core building block for efficient 

and precise segmentation. 

Zhen Liu et.al. [17] used a attention mechanism of spatial nature to pick images of different exposure 

whereas of lower dynamic range and also aligns images at feature level using various alignment 

module such as Pyramid etc.  

Tuan et.l. [18] has devised a various components of gesture recognition system where  Feature 

Extraction module is mostly used for extracting keypoint or human poses , as well as hand bounding 

boxes. The extracted features are then standardized and refined within the transformation module. This 

transformed data is fed into the Classification Module, which uses an cutting-edge two-pipeline 

architecture for gesture classification 

 

Methods &Material 

The methods and resources utilized in this study to achieve the gesture tracking and classification, 

which is the focus of this paper, are outlined in this section. Here this Figure.1 represents the flow of 

the SLR Model 

 
Figure 1:  Hand Gesture Recognition system 

i) Image Acquisition: Image acquisition entails recording video frames or photos that include sign 

language motions. This can be accomplished using a variety of devices, including webcams, depth 

sensors (e.g., Kinect), and specialized cameras. In real-time systems, image collection is continuous to 

capture a stream of input data, allowing for dynamic detection of sign language gestures. 
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ii) Hand detection: Hand detection seeks to locate and identify regions of interest that correspond to 

hands within collected pictures or video frames. HOG, Convolution Neural Network (CNN), You Only 

Look Once various versions, PointNet are all techniques that can be used to detect hands accurately 

and efficiently. 

iii) Segmentation: Segmentation separates the hand region from the backdrop to allow for further 

analysis and processing. Thresholding, edge detection, and Semantic segmentation is applicable for 

segmenting the hand area based on colour, texture, or depth data. 

iv) Pre-processing: Pre-processing processes improve the quality of the incoming data and prepare it 

for feature extraction and recognition. Noise reduction, normalization, scaling, and grayscale 

conversion are common pre-processing techniques used to standardize input data and make it more 

suitable for later processing steps. 

v) Feature extraction: Feature extraction handles a major part in recognition sign language models 

impacts both the training process and the speed at which they can differentiate between different signs 

or words. Features are derived from raw data and correspond to crucial places in the hands and faces 

for sign language communication. Statistical processes are used to calculate features and weigh them 

depending on their discriminating value. The neural model learns the probability of feature association 

with specific classes by representing them as vectors in latent space. Various feature engineering 

approaches are presented, with some using specialized tools for extraction. The quantity and weight 

distribution of features are optimized to improve model accuracy and scalability. 

Feature extraction is the process of extracting relevant information or features from pre-processed 

input data that can be used to recognize signs. Handcrafted features such as the Local Binary Patterns, 

Color Histograms, Principal Component analysis, Edge Detection, and Deep Learning-based features 

generated from convolutional neural networks (CNNs) might be utilized for this purpose. 

vi) Training: Deep learning model is trained on labelled data (for example, photos or video frames 

tagged with associated sign language motions). Sign language recognition models are typically trained 

using supervised techniques (SVMs), Multi-layer perceptron or deep neural networks. During training 

or learning, the model learns to map input features to their associated sign language movements by 

iteratively optimizing model parameters using algorithms such as gradient descent. 

vii) Recognition: In the recognition phase, the trained model is deployed to recognize sign language 

gestures in real-time or on static images or video sequences. The input data undergoes the same pre-

processing steps as during training, followed by feature extraction using the trained model. The 

extracted features are then classified or matched to predefined sign language classes using techniques 

such as nearest neighbor classification, softmax classification, or sequence labeling for continuous sign 

language recognition. 

  3.1  Classifier (Naïve Bayes, Decision Tree, Random Forest) 

Here Bayes' theorem is analyzed for the classifiers, assuming independence between features. It is 

simple, fast, and takes only a modest amount of training data. Naïve Bayes classifiers excel in vast 

feature spaces with conditional independence based on class labels. Naïve Bayes classifiers are 

effective for multi-class classification tasks in sign language recognition, with each class representing 

a distinct gesture. 

Decision Trees are non-parametric supervised learning techniques used for classification and 

regression. They divide the feature space into regions depending on feature values and make decisions 

at each node to optimize class integrity. In sign language recognition, Decision Trees can be used to 

create models that directly map input data to sign language movements, providing insight into the 

decision-making process. 

Random forests are ensemble learning approaches that use several decision trees to increase 

classification accuracy and robustness. They provide unpredictability to training by bootstrapping 

samples and randomly picking subsets of characteristics for each tree. 

When compared to individual decision trees, Random Forests reduce overfitting while improving 

generalization performance. 
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Random Forests can be used in sign language identification to deal with complex and high-dimensional 

feature spaces, resulting in robust and accurate classification of movements. 

 

Experimental Data 

 4.1 Dataset description 

4.1.1 ChaLearn Looking at People (LAP) Dataset – The LAP Dataset provides extensive annotations 

on human gestures, covering hand movements, facial expressions, and body poses. These annotations 

offer detailed insights into the spatial and temporal aspects of gestures, supporting the development 

and assessment of gesture or body posture recognition algorithms. 

4.1.2 NYU Depth V2 Dataset- This dataset offers a rich collection of RGB-D data captured with a 

Microsoft Kinect sensor in closed environment. It hold in excess of 200,000 frames showcasing diverse 

indoor scenes with detailed annotations, including object labels, semantic segmentation, and scene 

types. This dataset supports research in various fields like object recognition, scene understanding, and 

depth estimation. 

4.1.3 MNIST Dataset- It is a dataset which consists of around seventy thousand grayscale images 

collection of hand-scripted numbers or manuscript from 0 to 9.Here, images consist of atmost 28x28 

pixels, resulting in a total of approx 800 features. MNIST is widely utilized for training and testing 

machine learning models, especially in the area of image classification. 

4.2 Integrating Deep Learning with Traditional Methods 

Here, we have analyzed and discussed about the approaches of SLR with the different modalities like 

bidimensional or tridimensional or the combination of the both whether using specified sensors such 

as depth and also highlighted the various methodologies. 

YOLO, or You Only Look Once, is a neural network technique designed to efficiently detect objects 

in images by examining the entire image in a single pass. Instead of scanning the image multiple times, 

YOLO divides the input picture into predetermined grid sizes and predicts the presence of recognized 

items within each grid. This approach essentially treats object detection as a regression problem, where 

the network makes predictions for each class and object in the image simultaneously in one iteration. 

(Redmon et al., 2015). Various methods can enhance the effectiveness of YOLO, including the 

implementation of batch normalization. This technique normalizes the output, minimizing fluctuations 

in the distribution of internal neurons. There are various implementations of YOLO approach from its 

intitial version YOLO then, YOLOv2, YOLOv3, YOLOv4 

 

 Table 1 shows the details of these models with the description of used methodology, analyzed dataset 

and its result 

Approach Year Ref. Purpose 

schema 

Dataset Results 

 

RGB,Depth 2021 Tasnim Ferdous 

Dima[22] 

YOLO v5  (MU HandImages 

ASL) 

95  

RGB 2019 Yanqiu Liao [9] BLSTM-3D DEVISIGN_D 89.8 

RGB 2020 Md. Zabirul Islam 

[24] 

LSTM  X-ray image 

dataset COVID 

99.4  

RGB 2022 Pu Tu et al 

2022[25] 

VGG-16 

network 

- 99.7  

RGB,Depth 2022 Sheng Xu [17]  YOLO v5 AIZOO dataset 95.2 

RGB 2019 Kopukluetal.,[20] CNN NVIDIA 

benchmarks 

83.83 

RGB,Depth 2020 Elboushakietal[21] CNN isoGD 72.53 

RGB,Depth 2020 Elboushakietal[21] CNN SBU 97.51 
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RGB,Depth 2021 Yuan et al[27] CNN+LSTM ASL/CSL 99.93 

(ASL)/96.1 

for(CSL) 

Table1. Hybrid sign language Recognition models 

 

Limitations and Future directions  

 In this extensive review, we investigated recent progress in optical-sensing models for SLR models, 

focusing on DL methodologies over the past few years. The most prominent output of this survey is to 

provide a perspective of the advancements in optical-sensing SLR models. It offers insights into their 

accomplishments, benefits, challenges, and potential future directions. We also acknowledge the 

consideration of sensor-based modalities and other data collection devices for potential usage in SLR 

models. Additionally, we discussed the application domain of SLR models and emphasized the need 

for further exploration to address real-world requirements, particularly for the deaf and speech-

impaired communities. While most models showcased isolated SLR, there's a growing interest in 

transitioning towards continuous SLR, which presents challenges such as dataset availability, 

tokenization techniques, and multi-modal data modeling. This transition is anticipated to benefit from 

the integration of visual and linguistic models, leading to enhanced understanding of continuous sign 

language expressions. 
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