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ABSTRACT: 

Face masking, face switching, and face animation are just a few of the downstream jobs that can benefit 

from Face Parsing's goal of dividing the face into distinct semantic components. It is now simpler to 

obtain face photographs due to the widespread use of cameras. But pixel-by-pixel hand labeling 

islabor-and time-intensive, which encourages us to investigate the unlabeled data. In this research, we 

describe a self-supervised learning approach that aims to maximize the face parsing potential of the 

unlabeled facial photos. Specifically, we mask certain patches in the middle of face photos at random, 

and the model has to rebuild the patches that are masked. Through this unlabeled data, the model is 

able to collect representations of face features because to its self-supervised pretraining. The model is 

optimized for the face parsing problem on a small set of labeled data following self-supervised 

pretraining. According to experimental data, the model performs better for face parsing with the help 

of self-supervised pretraining, which significantly lowers the labeling cost. Our method succeeds in 

With only 0.2% of the training data labeled, the LaPa test set yielded 74.41 mIoU, outperforming the 

manually trained model by a significant margin of +5.02 mIoU. Furthermore, our method sets a new 

state-of-the-art on the test sets for LaPa and CelebAMask-HQ.  
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INTRODUCTION 

Face parsing is a type of fine-grained semantic segmentation job that seeks to divide the face into 

distinct semantic components. Numerous downstream tasks, such as face recognition, face mask up 

face switching and face animation , have made extensive use of it. As cameras have developed so 

quickly, face parsing has gained more and more attention. The face structure was captured using several 

conventional machine learning techniques in the past. The local and global feature representation was 

constructed by combining the Conditional Random Field (CRF) with the Restricted Boltzmann 

Machine (RBM)  Lately, models that utilize Fully Convolutional Networks (FCNs)  have demonstrated 

remarkable advancements in this field. Generally speaking, these techniques fall into one of two groups 

depending on whether they anticipate the face bounding box first. Certain methods  allow for direct 

parsing of the face region in an image by using the localization of the facial bounding box. Rather than 

The other methods  predict a facial bounding box, but they parse the entire facial picture directly, which 

addresses face parsing by treating it as a distinct semantic segmentation job. Some methods for face 

parsing have recently been able to capture the graph representation. EAGRNet, or the Edge Aware 

Graph Reasoning Network,  and Modular Graph Illustration Network (AGRNet) [20] are the 

component-wise (eyes, mouth, nose, etc.) and region-wise (facial appearance, position, emotion, etc.) 

relations via learning graph representations.But the majority of the researchfocuses on creating face 

model structures. 

parsing  As a matter of fact, annotations and photos are important for face parsingSince cameras are 

widely used in electronic commerce, obtaining face photos is not difficult. On the other hand, 

categorizing these face photos pixel-by-pixel takes a lot of effort and time. Naturally, the question of 

how to fully utilize the unlabeled data to raise the accuracy of the model emerges. The goal of self-

supervised representation learning is to extract semantically significant features from data without the 
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need for extensive labeling. That type of unsupervised gaining knowledge  It has garnered a lot of 

interest as a viable substitute because to its capacity for generalization and data efficiency. Based on 

this paradigm, several strategies have been put forth and fall into three categories: temporally-based 

and context-based techniques and tactics based on contrast. One type of context-based approach is 

masked self-supervised learning. It was suggested by Vincent et al. [24] to create masks as noise to 

help the model acquire helpful representations. In order to estimate the location of one patch in relation 

to the other, Doersch et al. [25] split pictures into patches, which are then randomly assigned to two 

different methods. A Convolutional Neural Network (CNN) was trained by Zhang et al. [26] to map 

from a grayscale input to a distribution of quantized color value outputs. Everything that Encoders can 

be trained effectively using context-based self-supervised learning, and they can be effectively applied 

to image classification using transfer learning. Nevertheless, unlike encoders, decoders in encoder-

decoder models are not pretrained. They arelikewise unable to be effectively used for the granular job 

of face parsing in situations with very uneven class distribution. In this study, we provide a novel face 

parsing system that aims to fully use unlabeled facial photos. There are two phases to the framework: 

pretraining and fine-tuning. pictures are randomly masked in the central region during the pretraining 

phase, and the masked pictures are subsequently supplied into the model for reconstruction. This 

doesn't require any labeling. phase of pretraining; as a result, any picture may be utilized. It is 

anticipated that the pretrained model would accurately depict the face features. Using the labeled data 

for the face parsing task, the pretrained model may be improved in the next phase. In contrast to the 

direct The suggested strategy performs significantly better than the self-supervised pretraining 

supervised learning method. Furthermore, on the LaPa and CelebAMask-HQ test set, testing findings 

demonstrate that our technique achieves the new state-of-the-artperformance.  

The following is a summary of this paper's main contributions: (1) We create a brand-new face parsing 

system including pretraining and fine-tuning phases. Within the Pretraining: For the face parsing job, 

the model is trained on the unlabeled data and then refined on the labeled data. (2) To pretrain the 

model, we provide a masked self-supervised learning technique. The model is anticipated  

Torebuild the masked pictures in order to get the depiction of face features. (3) In-depth tests are carried 

out on two difficult benchmarks to demonstrate the noteworthy increase in performance of the 

suggested strategy in comparison to the most advanced techniques. The structure of this document is 

as follows. The ideas of face parsing and self-supervised learning are covered in Section 2. Part 3 

provides a detailed description of the suggested structure, particularly how our method's network 

design and masked self-supervised learning function. We provide the full experiment parameters and 

compare them with the most recent methods in Section 4. The experiment's findings are assessed and 

spoken about. Lastly, Section 5 provides a summary of the paper's findings.  

 

Related Work 

FaceParsing 

Face parsing has been the subject of active research in the past few years. For face parsing, a few 

conventional machine learning techniques were suggested. As opposed to constructing the Facial 

regions were modeled using Gaussian Radial Basis Function (RBF) [27], local and global feature 

representation [9] by CRF and RBM, and manually created features. Deep Convolutional Neural 

Networks have led to the proposal of FCNs for semantic segmentation in [10]. Regarding face parsing, 

Liu [11] split a unified network into a two-stage model that did a good job on discrete facial elements. 

By including the Spatial Transformer Networks (STN) [28] in between two isolated stages, STN-iCNN 

[13] expanded the Interlinked Convolutional Neural Networks (iCNN) [14], creating an end-to-end be 

able to train together. Nowadays, the majority of techniques concentrate on face parsing by direct 

picture parsing [15–19]. An efficient and successful hierarchical aggregation network named EHANet 

was suggested by Luo et al. [19] and featured a stage contextual attention mechanism and a Semantic 

gap correction block for constructing hierarchical and contextual information at a higher level. The 

border information was also completely utilized by EHANet and the border-Attention Semantic 
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Segmentation (BASS) technique [17]. EAGRNet [18] investigated the region-wise relations in 

addition to the CNN models by learning graph representations, where the edge cues were additionally 

utilized to project important pixels onto graph vertices on a higher level  of semantics. To represent 

facial components, AGRNet [20] developed an adaptable and differentiable graph abstraction 

technique; correct face parsing is needed with  

Theenhanced vertex characteristics.  

 

Self-Supervised Learning 

Without the need for human labeling, self-supervised learning extracts characteristics directly from the 

data itself. It has garnered a lot of interest as a viable substitute because to its capacity for 

generalization and data efficiency. Generally speaking, it falls into three groups: techniques based on 

context techniques temporal techniques and contrast techniques Context-based techniques pick up 

knowledge from the contextual data samples themselves. Time restrictions are used by temporal-based 

approaches to construct feature representations that may be applied to movies. Contrast-based 

techniques work with contrast restrictions, learning to encode the similarity or dissimilarity to create 

representations.  

comprises two items. Numerous tasks can be created based on the contextual information contained in 

the data itself. For instance, Context Encoder [29] was trained to anticipate the missing pixel values 

given an image that had a missing region. Using grayscale picture input, a CNN To produce the 

distribution across quantized color values, a model  is needed. Researchers have been drawn to masked 

self-supervised learning as another type of context-based methodology. Similar to ,Noroozi et al.  split 

pictures into patches and suggest using jigsaw puzzles to help learners acquire visual representations. 

It was suggested by Vincent et al. [24] to produce masks as noise in order to help the model acquire 

useful representations. Masked patch prediction was also investigated by Vision Transformer (ViT)  

for self-supervised learning.  

. 

Approach 

We will outline our method for masked self-supervised face parsing pretraining in this part. 

Overarching Structure Figure depicts our approach's general structure. The neural network is 

pretrained on the masked pictures in Step 1, which should allow it to rebuild the input images without 

the need for label parsing. The neural network is refined on a specific number of pictures with parsing 

labels in the second stage.  Pretraining Under Self-Supervision  

To acquire relevant semantic characteristics from the unlabeled images for pretraining the neural 

network, we investigate a novel masked self-supervised learning technique. Specifically, we employ a 

CNN network to rebuild the masked areas of the pictures after masking parts of them. pictures. The 

masked patch's size varied from 32 to 64 pixels for photos that were 512 by 512 pixels in size. A 

certain amount of patches in this paperare hidden. The target face in facial pictures found in datasets 

is typically found in the image's center. Only patches from the core region are hidden in order to 

concentrate on obtaining the face feature representation. The core area is used to calculate the 

reconstruction loss. In this work, the center region is defined as two-thirds of the entire picture. We 

recreate the data using a basic R decoder with a single convolution layer and the UNet++ [42] 

architecture as the encoder. veiled picture. Using a masked input of size 3 x H x W, the encoder extracts 

n x H x W features, which it then feeds into the R Decoder to recreate a 3 x H x W picture. 

Figure 1a displays the overall framework. 
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Figure 1. The overall framework of our approach. We build our encoder followed the UNet++ and 

share the same in two stages. (a) Step 1: Masked self-supervised pretraining. (b) Step 2: Fine-tune 

models on the target dataset. 

Fine-Tune 

Following the self-supervised pretraining, the encoder may learn to represent face features. We use the 

same encoder in the fine-tuning step, which was pretrained at the stage of self-supervised learning and 

is capable of picking up semantic aspects of faces. As seen in Figure 1b, we create a decoder for face 

parsing called FP Decoder and append it to the encoder.  

. 

 CNN Architectures 

The suggested approach uses the same encoder in two stages but separate decoders. We use a masked 

self-supervised learning technique in the first step to assist the encoder in learning representations of 

face features. However, we're hoping that the decoder need should be easy to learn properly. This 

served as inspiration for our encoder, which is a robust UNet++ architecture with ResNet50 serving as 

the core. A UNet++ architecture receives an image with a size of 3_ H _W, as seen in Figure 2, and 

uses it to extract n_ H _W face feature representations. Our R and FP decoders have a single 

convolution layer. Consequently, during the fine-tuning phase, a potent encoder may be effectively 

pretrained and repurposed.  

 
Figure 2. The architecture of Encoder, R Decoder, and FP Decoder in the proposed framework. 

Nclass denotes the number of facial parts labeled in the dataset 

Fine-Tuning Process 

The encoder is pretrained on the ImageNet dataset for our baseline training. Figure 4 illustrates how 

mIoU improves quickly and the loss has a faster convergence speed in the absence of self-supervised 

learning. Nonetheless, the suggested approach directs the model to accomplish improved performance 
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in the previous one. It demonstrates how easy the original model becomes mired in local optimization. 

Stated differently, the model is assisted in surpassing the  

local optimum by means of masked self-supervised learning.  

 
Figure 3 .(a,b) show the difference between the baseline and our method in training loss and test set 

mIoU with 0.2 and 0.5% protocol training data. As for the mIoU performance, our method has worse 

performance but ends with better mIoU consistently. 

Discussions 

We investigate the effectiveness of masked self-supervised pretraining in detail. Luo's UNet, Depth-

wise Asymmetric Bottleneck Network (DABNet), and Deep Feature Aggregation Network (DFANet) 

all performed poorly on the necklace portion of CelebAMask-HQ (0.00, 0.01, 0.00 mIoU, 

respectively). Table illustrates how poorly our baseline scores on this section as well. After analyzing 

the data of every face region in CelebAMask-HQ, we discovered that the necklace-related pixel barely 

makes up 0.017% of all the pixels. In the absence of more features, models prioritize optimization.only 

use semantic masks for training on additional categories, ultimately reaching a local optimum. As a 

result, it is unable to adequately learn categories like jewelry that have extremely few pixels. All feature 

activation maps with a dimension of 16 X 512 X 512 are displayed in Figure . the output of the encoder. 

The necklace portion depicted in Figure 5e is not activated in the baseline activation maps. However, 

the model must recreate the picture in our suggested self-supervised pretraining technique, and the 

whole training process is classified separately. As a result, it forces the model to fairly concentrate on 

each category. By using the suggested masked self-supervised pretraining, our model may acquire the 

representation of the necklace feature.  

Consequently, as indicated in Figure, obtain the feature activation on the appropriate spots. 

 
Figure 4 CelebAMask-HQ test set general image parsing findings and feature activations. Original 

pictures (a). (b): Unet++ parsing results using Imagenet pretrained (baseline). (c): Using the 
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suggested self-supervised approach, Unet++ was pretrained. (d): The real world. (e): Encoding 

function  activation starting at the beginning. (f): Activating our encoder functionality.  

With necklace, the basic model performs poorly and does not activate the necklace function. Better 

outcomes are shown by the pretrained model using our techniques. Even the first two rows outperform 

the ground truth in terms of performance. Our pretraining technique aids the model in accurately 

building necklace feature representation, as shown by the red box in the final columns. 

Table .Pixel ratios of face-part categories on the CelebAMask-HQ train set in terms of F1 scor 

Face part Face Nose Glasses L-Eye R-Eye L-Brow 

Pixel Rations (%) 25.34 2.06 0.27 0.22 0.22 0.42 

Face part R-Brow L-Ear R-Ear I-Mouth U-Lip L-Lip 

Pixel Ratios (%) 0.41 0.46 0.39 0.30 0.41 0.68 

Face part hair hat earring Necklace Neck Cloth 

Fixel Ratios (%) 0.31 0.90 0.24 0.017 4.10 3.35 

 

Conclusions 

In this study, we provide a new approach to reduce the manual labeling work on dense face parts 

annotations: self-supervised pretraining. Our suggested procedure involves prettrainingUnet++ on the 

masked pictures, where the patches from the centralThe goal of masking a region of photos is to rebuild 

the masked images. Our model is refined on the target face parsing dataset following pretraining. The 

experimental findings show that the strong baseline (directly trained on the labeled data with ImageNet 

pretraining) fine-tuned on various fractions of labeled data may be consistently improved by our 

suggested self-supervised pretraining technique. Additionally, our approach reaches the new cutting-

edge performance on the CelebAMask-HQ and LaPa datasets. Additionally, the newly suggested 

approach aids in the model's development of a thorough feature representation. The improved model 

reliably gets  

feature activations on all categories—even those with extremely modest ratios—through the feature 

visualization. The experiment demonstrates that much improved parsing performance is attained, 

particularly for categories with extremely tiny ratios (like the necklace in CelebAMask-HQ). We 

believe that more face-related problems, such as face landmark identification, face creation, and face 

attribute learning, may be addressed with similar disguised self-supervised pretraining technique. Our 

next task will be to examine the self-supervised pretraining's possible efficacy for small amounts of 

labeled data.  
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