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Abstract— Clinical blunders are very regular nowadays. In today’s digital era healthcare is one among 

the major core areas of the medical domain. People trying to find suitable health-related information 

that they are concerned with. The Internet could be a great resource for this kind of data, however you 

need to take care to avoid getting harmful information. Nowadays, a colossal quantity of clinical 

information dispersed totally across different websites on the Internet prevents users from finding 

useful information for their well-being improvement. Many people in the medical community perish 

because of the widespread sorrow. As a result of the shortage, people started medicating themselves 

without first consulting a professional, worsening the health crisis. Machine learning has proven useful 

in many areas, and new research and development in the field of automation has recently increased in 

pace and scope. The goal of this research is to introduce a drug recommender system that can 

significantly lessen specialists' workload. In this study, we developed a medicine recommendation 

system that predicts sentiment based on patient reviews by employing a number of vectorization 

processes, including Bow, TF-IDF, Word2Vec, and Manual Feature Analysis, and thus aids in the 

selection of the best drug for a given disease as determined by a number of different classification 

algorithms. Precision, recall, f1score, accuracy, and area under the curve (AUC) were used to rate the 

anticipated emotions. The findings demonstrate that the classifier Linear SVC with TF-IDF 

vectorization achieves the highest accuracy compared to the other models. 

 

                                                                    INTRODUCTION 

The study is based on the fact that the recommended drug should depend upon the patient’s capacity. 

Since the emergence of the corona virus, there has been a dramatic increase in the difficulty with which 
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authorised clinical resources, such as doctors, nurses, diagnostic tools, and medications, may be 

obtained. Especially in rural areas, where there are fewer specialists than in urban areas, countries are 

experiencing a lack of doctors while the number of corona virus cases increases dramatically. 

Depending on the medical school you attend, it might take anywhere from six to twelve years to 

become a fully qualified doctor. Therefore, the number of medical professionals cannot be increased 

rapidly. In this trying time, the use of a Telemedicine framework should be promoted extensively. 

Nowadays, medical mistakes occur frequently. Each year, medication errors harm around 200 

thousand people in China and 100,000 people in the United States. In over 40 percent of cases, doctors 

make mistakes when writing prescriptions because they tailor the treatment to the patient based on 

their own limited understanding. Patients in need of specialists who have extensive knowledge of 

microorganisms, antibacterial drugs, and patients are in a position to make informed decisions about 

which medication to use. Every day, more and more research becomes available, and with it, additional 

treatments and tests that can be used by clinical professionals. Accordingly, it becomes increasingly 

difficult for clinicians to decide which treatment or medications to prescribe a patient based on 

indications, past clinical history, and other factors. The proliferation of the internet and e-commerce 

websites has made product reviews a vital part of the buying process everywhere. People everywhere 

have gotten in the habit of doing some preliminary research in the form of online reviews and shopper 

comparison sites before making any major purchases. Most previous research has focused on rating 

expectation and proposals in the E-Commerce industry, but the realm of medical care or clinical 

remedies has been rarely attended to. The number of people seeking out a diagnosis for themselves or 

a loved one online has increased. It was shown in a 2013 poll by the Pew American Research Center 

that around 60% of adults looked for health-related topics online, and roughly 35% of users sought for 

diagnosing health disorders. There is a critical need for a medication recommender framework that 

can aid doctors and patients in expanding their understanding of the effects of medications on 

individual diseases. A recommender framework is a commonplace application that makes product 

suggestions based on the user's stated preferences and needs. These models utilise customer surveys 

to categorise responses and make tailored recommendations. Using sentiment analysis and feature 

engineering, the drug recommender system determines under what circumstances a given medication 

should be prescribed. The term "sentiment analysis"  refers to a set of techniques for identifying and 

extracting linguistic expressions of emotion, such as opinion and attitude. Alternatively, Featuring 

engineering enhances model efficiency by creating new features from preexisting ones. There are five 

parts to this examination: There will be a place labelled "Introduction" where you can provide a brief 

overview of why this study Previous studies in this field are briefly discussed in the "Related Works" 
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section, and the research techniques used herein are described in the "Methodology" section. The 

framework's constraints are presented in the Discussion part, and the results of the applied models are 

evaluated using the Evaluation section. 

 

LITERATURE REVIEW 

 

[1] Leilei Sun examined large scale treatment records to locate the best treatment prescription for 

patients. The idea was to use an efficient semantic clustering algorithm estimating the similarities 

between treatment records. Likewise, the author created a framework to assess the adequacy of the 

suggested treatment. This structure can prescribe the best treatment regimens to new patients as per 

their demographic locations and medical complications. An Electronic Medical Record (EMR) of 

patients gathered from numerous clinics for testing. The result shows that this framework improves 

the cure rate. In this research, multilingual sentiment analysis was performed using Naive Bayes and 

Recurrent Neural Network (RNN). Google translator API was used to convert multilingual tweets into 

the English language. The results exhibit that RNN with 95.34% outperformed Naive Bayes, 80.32%. 

[2] Bartlett JG et al. In more than 10 years since the last Community-Acquired Pneumonia (CAP) 

proposal from the American Thoracic Society (ATS) / Infectious Diseases Society of America, the 

process for creating guidelines has altered, and new clinical data have been created (IDSA). Due to the 

expansion of information regarding the diagnostic, treatment, and managerial decisions for the patient 

care with CAP, we purposefully limited the extent of this framework to cover judgments from the point 

of medical diagnosis of pneumonia to the end of antibiotic treatment and carry chest image processing. 

[3] Jiugang Li et al. constructed a hashtag recommender framework that utilizes the skipgram model 

and applied convolutional neural networks (CNN) to learn semantic sentence vectors. These vectors 

use the features to classify hashtags using LSTM RNN. Results depict that this model beats the 

conventional models like SVM, Standard RNN. This exploration depends on the fact that it was 

undergoing regular AI methods like SVM and collaborative filtering techniques; the semantic features 

get lost, which has a vital influence in getting a decent expectation. 

[4] Susannah et al. In this research, a deep learning approach for health-based medical datasets is 

proposed. This approach automatically identifies what meal should be supplied to which person 

depending on the condition and other parameters like age, race, body weight, calories, fat, sodium, 

protein, fiber and cholesterol. The integration of deep learning and machine learning methods such as 

regression analysis, naive bayes, recurrent neural networks, multilevel perceptrons, gated recurrent 
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units, and long short-term memory (LSTM) is the main goal of this study framework. The 

characteristics of these IoMT samples were evaluated and further processed prior to using machine 

learning, deep learning, and other learning-based methods. 

                                          IMPLEMENTATION 

 

1) Upload Drug Review Dataset: using this module we will upload dataset to application 

2) Read & Preprocess Dataset: using this module we will read all reviews, drug name and ratings 

from dataset and form a features array. 

3) TF-IDF Features Extraction: features array will be input to TF-IDF algorithm which will find 

average frequency of each word and then replace that word with frequency value and form a 

vector. If word not appear in sentence then 0 will be put. All reviews will be consider as input 

features to machine learning algorithm and RATINGS and Drug Name will be consider as class 

label. 

4) Train Machine Learning Algorithms: using this module we will input TF-IDF features to all 

machine learning algorithms and then trained a model and this model will be applied on test 

data to calculate prediction accuracy of the algorithm. 

5) Comparison Graph: using this module we will plot accuracy graph of each algorithm 

6) Recommend Drug from Test Data: using this module we will upload disease name test data 

and then ML will predict drug name and ratings. 

PROPOSED WORK 

Even with the advent of high-powered computers, medical professionals have continued to have a 

need for technologies such as surgical representation processes and x-ray photography. Medical 

records, the environment, blood pressure, and other variables all play a role in this strategy, therefore 

the doctor's knowledge and experience are still essential. No model has successfully assessed the 

enormous number of factors that are considered as whole variables necessary to understand the 

complete functioning process itself. Using a medical decision support system is the only way to 

overcome this limitation. This system can help doctors make the right choice. The term "medical 

decision support system" can be used to describe either the effort put forth to ascertain the possibility 

of a disease or ailment, or the conclusion reached after doing so. 

Why It's Important: 
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Depending on the circumstances, such as with uncommon diseases, making a medical decision can be 

a highly specialized and challenging task. Stress, exhaustion, and a lack of sleep are all possible 

contributors, as can a lack of resources and a lack of knowledge on the part of medical professionals. 

It's possible for a standard algorithm to examine all of the determinants, such as the patient's current 

health status, previous medical history, family medical history, and other aspects relevant to the 

patient's medical file. If there are numerous potential explanations for anything, differential diagnosis 

can be used to zero in on the most likely one. This strategy calls for an elimination procedure or data 

collection that reduces the likelihood of potential situations to ze 
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CONCLUSION 

In this paper, we propose a Reviews are becoming an integral part of our daily lives; whether go for 

shopping, purchase something online or go tosome restaurant, we first check the reviews to make the 

right decisions. Motivated by this, in this research sentiment analysis of drug reviews was studied to 

build a recommender system using different types of machine learning classifiers, such as Logistic 

Regression, Perception, Multinomial Naive Bayes, Ridge classifier, Stochastic gradient descent, 

LinearSVC, applied on Bow, TF-IDF, and classifiers such as Decision Tree, Random Forest, Lgbm, 

and Catboost were applied on Word2Vec and Manual features method. We evaluated them using five 

different metrics, precision, recall, f1score, accuracy, and AUC score, which reveal that the Linear 

SVC on TF-IDF outperforms all other models with 93% accuracy. On the other hand, the Decision 

tree classifier on Word2Vec showed the worst performance by achieving only 78% accuracy. We 

added best-predicted emotion values from each method, Perception on Bow (91%), LinearSVC on TF-

IDF (93%), LGBM on Word2Vec (91%), Random Forest on manual features (88%), and multiply 

them by the normalized usefulCount to get the overall score of the drug by condition to build a 
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recommender system. Future work involves comparison of different oversampling techniques, using 

different values of n-grams, and optimization of algorithms to improve the performance of the 

recommender system. 
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