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Abstract— Cyber security faces difficulties as a result of rising cloud service usage, increase in the number of people 

using web apps, modifications to the network architecture connecting mobile devices, and rapidly advancing network 

technology. As a result, in order to fulfill the needs and issues of the users, network security methods, sensors, and protection 

schemes must also be developed accordingly. Preventing new application layer cyber attacks is concentrated in this paper as 

they are the biggest danger to network and cyber security. The main contribution is the suggestion of using machine learning 

to model the typical behaviors of applications and to identify cyber attacks. The model is made up of patterns that were 

discovered through the use of dynamic programming and a graph-based segmentation technique. The model is built using 

data gathered from HTTP requests made by clients to web servers. 

1 Introduction  

Commercial organizations are now increasingly using advanced cyber-warfare to harm, interrupt, or block information content 

in computer networks. It is important to protect network protocols from attacks by strong challengers who can even control a 

small portion of network participants. The parties under their control have the ability to carry out both passive and active 

attacks such as jamming, data crashing, . Attack detection is the practice of continuously observing activity within a computer 

system or network, determining it for indicators of potential incidents, and frequently blocking unauthorized entry. This is 

often done by automatically gathering data from various systems and network sources, processing the data, and then looking 

for any security issues. Traditional methods of detecting and preventing intrusions, such as antivirus programmes, access 

control systems, and encryptions, have certain limits in their ability to completely defend networks and systems against more 

complex attacks like interruption of service. Moreover, systems developed using these approaches typically have significant 

inaccurate positive and negative detection rates and also a lack of ongoing adjustment to developing malicious behaviours. To 

improve detection rates and adaptability, however, a number of Machine Learning (ML) approaches have been applied to the 

detection of attacks issue during the last decade. In order to keep the attack knowledge bases complete and up to date, multiple 

techniques are frequently employed. Recent days have seen a rise in the importance of cyber security and protection against 

multiple cyber attacks. It is therefore clear that developing precise protection strategies such as a computerized Intrusion 

Detection System (IDS) based on machine learning is important for the security of the system. A system to detect intrusions is, 

in general, a system or piece of software that monitors a system or network for signs of malicious activity and policy hacking. 

 

1.1 Software Requirements 

 

• Python IDLE 

• Virtual Studio Code 

 

2 Previous Techniques 

Large network information volumes, extremely unequal data distribution, the challenge of recognising decision boundaries 

between normal and abnormal behaviours, and the need for ongoing ability due to an environment that is constantly shifting 

are the challenges that an IDS often has to deal with. Typically, the difficulty is successfully gathering and classifying various 

behaviours in a computer network. The two main kinds of network behaviour classification strategies are harm detection and 

identification of hazards. Applying signature matching algorithms, like harm detection approaches scan network and system 

activity for cases of known misuse. When used to identify known attacks, this strategy is successful. The intrusion detection 

systems can send off alerts, but responding to each one expenditures both time and money resulting in the system vulnerable. 

To solve this issue, IDS must be cooperative enough to gather alerts and make decisions based on their association, rather 

than beginning the elimination process as soon as the first symptom is identified. But because of how advanced the various 

cyber security fields are, it will require a lot of effort. The inner inspections authority, however, does not include a large 

number of cyber security capabilities. This particular structure addresses the need for security, which will be gained through 
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management reviews, cyber risk evaluations, information management and protection, risk data analytics, crisis handling, and 

resilience arrangement. It additionally deals with the risk/compliance management, development life cycle, security 

programme, third-party management, information/asset management, access management, threat/vulnerability management, 

and need to implement cyber security controls as part of an overall. 

2.1 Flow Chart 

   The flow chart of the proposed technique is shown below: 

                

 

3 Methodology 

 

 
               Figure 3.1 Block Diagram 

 

 

The proposed strategy applies to the framework of machine learning. The identified data is required for establishing the 

model parameters of the typical application behaviour throughout the learning phase. 

 

 

Anomaly-Based Methods: 

The anomaly-based methods for the cyber attack detection typically build a model that is to describe normal and abnormal 

behaviour of network traffic. Commonly such methods use two types of algorithms equipped from machine learning theory, 

they are unsupervised and supervised approach. 

 

 

Supervised approach: 

To create a set of regular expressions that represent regular HTTP requests made by clients to a web application, we 

recommend applying a graph-based method. The HTTP request's vertices (HTTP Request type, URL, parameters) are 

represented. Creating a set of regular expressions that describe a usual HTTP request is a recognised issue known as 

supervised segmentation, where parameters that are comparable to one another are assigned to the same component. We want 

to combine similar HTTP requests altogether and describe them using a single pattern, to put it another way. The technique is 

really not limited to the HTTP web page protocol and is easily adaptable to other types of written information, such as 

various record files produced by the software programme or databases. Needleman-Wunsch method has been designed to 

calculate the differences between two components. 
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Dataset Description: 

This experiment made use of the dataset collected. It contains a large number of dumps for HTTP protocol queries. The 

information dumps are in the form of an HTTP protocol which includes data on the methods used. The HTTP header contains 

parameters such as cache-control, acceptance of charset, etc. and more. This dataset needed to be trained by the use of 

algorithms and then examine and predict the output status of the HTTP url given.  

 

4 Results 

Results are shown below. 

 

 
 

                             Figure 4.1 Web Page 

  

 
  

                              Figure 4.2 Safe URL Output 

 

 

 
  

                          Figure 4.3 Unsafe URL Output 
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5 Future Scope 

 

In order to use the models that they built for real-time systems in order to benefit from circumstances like attack detection and 

avoidance in real life, some researchers aim to do this in the future through their research. Online learning and online 

forecasting are the two phases of real-time Machine Learning (ML) Real-time online prediction refers to such activities. 

Technology is capable of absorbing current information and instantly modify the representation through online learning. As 

an outcome, additional researchers may consider transforming intelligent algorithms into systems that operate in real time to 

be an important field of research. 

 

6 Conclusions 

 

It was suggested to use machine learning as the approach for application layer identification of attacks. A graph-based 

segmentation approach and dynamic programming methods are used to obtain the patterns which make the model. The 

prediction of real application behaviours and the identification of online threats and attacks are both done with the use of 

regular patterns. The efficiency of the suggested algorithm's details which can be successfully applied for the application 

phase recognition of attacks, was further proven by the information we provided. 
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