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ABSTRACT:A cloud computing initiative data prefetching scheme for storage servers in 

distributed file systems is presented in this paper. The storage servers can directly prefetch 

the data after analyzing the history of disk I/O access events and then send the prefetched 

data to the relevant client machines proactively in this prefetching technique. Client machines 

are not significantly involved in the process of data prefetching in this prefetching technique. 

The information about client nodes is attached to the actual client I/O requests in order to 

implement this method, and then it is sent to the appropriate storage server. Next, two 

prediction algorithms have been suggested for anticipating future block access operations and 

deciding beforehand what data should be retrieved from storage servers. At last, the 

prefetched information can be pushed to the applicable client machine from the capacity 

server. We have demonstrated, through a series of evaluation experiments using a variety of 

application benchmarks, that the initiative prefetching method we have presented can 

improve I/O performance for cloud-based distributed file systems. Cloud-based 

configuration-limited client machines, in particular, lack the ability to anticipate I/O access 

operations, which unquestionably improves system performance. 

1. INTRODUCTION 

The adoption of distributed computing for 

data-intensive applications, multimedia 

websites, and search engines has resulted 

in an unprecedented rate of data 

generation. According to the EMC-IDC 

Digital Universe 2020 study [1], for 

instance, the amount of data created, 

replicated, and consumed in the United 

States may double every three years 

through the end of this decade. A 

distributed file system is the file system 

used in a distributed computing 

environment. In cloud computing 

environments, it is always used as a 
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backend storage system to provide I/O 

services for various data intensive 

applications. 

To meet the growing I/O requirements of 

distributed and parallel scientific 

applications, the distributed file system 

actually makes use of multiple distributed 

I/O devices by stripping file data across 

the I/O nodes. However, because 

distributed file systems scale both 

numerically and geographically, the 

network delay is becoming the most 

important factor in remote file system 

access [26, 34]. As to this issue, various 

information prefetching components have 

been proposed to conceal the idleness in 

dispersed document frameworks brought 

about by Network correspondence and 

plate tasks. The client file system, which is 

a component of the file system and runs on 

the client machine, is supposed to predict 

future accesses by analyzing the history of 

I/O accesses that have occurred without 

any application intervention in these 

conventional prefetching mechanisms. 

After that, the client file system may send 

storage servers relevant I/O requests to 

read the relevant data ahead of time [22, 

24], [34]. As a result, applications with 

heavy read loads can automatically benefit 

from prefetching to reduce file operations 

via batched I/O requests and make better 

use of bandwidth [29, 30]. Cloud 

computing, on the other hand, provides the 

illusion of unlimited computing resources 

while mobile devices typically have 

limited processing power, battery life, and 

storage. The mobile cloud computing 

research field emerged for combining 

cloud computing and mobile devices to 

create a new infrastructure. Specifically, 

because all resource-intensive computing 

can be completed in the cloud, mobile 

cloud computing provides mobile 

applications with data storage and 

processing services in clouds, eliminating 

the need for powerful hardware. 

 Because they require client file systems 

running on client machines to proactively 

issue perfecting requests after analyzing 

the occurred access events recorded by 

themselves, conventional prefetching 

schemes are not the best optimization 

strategies for distributed file systems to 

boost I/O performance in mobile clouds. 

Prefetching techniques have also been 

proposed to read the data on the disk ahead 

of time after analyzing disk I/O traces [25, 

28] because only disk I/O events can 

reveal the disk tracks that can provide 

crucial information for I/O optimization 

strategies [41]. Yet, this sort of prefetching 
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just works for neighbourhood record 

frameworks, and the perfected information 

is I/O demands latently. In a nutshell, 

although block access history reveals the 

behaviour of disk tracks, storage servers in 

a distributed file system do not use 

prefetching schemes to improve system 

performance. What's more, the 

justification for this present circumstance 

is a direct result of the hardships in 

displaying the block access history to 

produce block access examples and 

concluding the objective client machine 

for driving the prefetched information 

from capacity servers. An initiative data 

prefetching mechanism is presented in this 

paper to improve the distributed file 

system's I/O performance in a mobile 

cloud environment or a cloud environment 

with many client machines with limited 

resources. Before forwarding the perfected 

data to relevant client file systems for 

potential future applications, the proposed 

mechanism first analyzes disk I/O tracks to 

anticipate future disk I/O access. So, this 

paper makes the accompanying two 

commitments. 

1) Disk I/O access prediction using chaotic 

time series and linear regression We have 

displayed the plate I/O access tasks, and 

grouped them into two sorts of access 

designs, for example the arbitrary access 

design and the consecutive access design. 

As a result, two prediction algorithms, the 

chaotic time series prediction algorithm 

and the linear regression prediction 

algorithm, have been proposed in order to 

accurately predict the future I/O access 

that is associated with the various access 

patterns (note that the future I/O access 

indicates what data will be requested in the 

near future). 

 2) Drive information prefetching on 

capacity servers. With no mediation from 

client record frameworks with the 

exception of piggybacking their data onto 

pertinent I/O solicitations to the capacity 

servers. After modelling disk I/O events, 

the storage servers are supposed to log 

disk I/O access and classify access 

patterns. Then, by appropriately utilizing 

two proposed expectation calculations, the 

capacity servers can foresee the future 

plate I/O admittance to direct prefetching 

information. At last, the capacity servers 

proactively forward the perfected 

information to the important client 

document frameworks for fulfilling future 

application's solicitations 

2. LITERATURE SURVEY 

2.1 Privacy-Preserving Public Auditing 

for Secure Cloud Storage 
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Using Cloud Storage, users can remotely 

store their data and enjoy the on-demand 

high quality applications and services from 

a shared pool of configurable computing 

resources, without the burden of local data 

storage and maintenance. However, the 

fact that users no longer have physical 

possession of the outsourced data makes 

the data integrity protection in Cloud 

Computing a formidable task, especially 

for users with constrained computing 

resources. Moreover, users should be able 

to just use the cloud storage as if it is local, 

without worrying about the need to verify 

its integrity. Thus, enabling public 

auditability for cloud storage is of critical 

importance so that users can resort to a 

third party auditor (TPA) to check the 

integrity of outsourced data and be worry-

free. To securely introduce an effective 

TPA, the auditing process should bring in 

no new vulnerabilities towards user data 

privacy, and introduce no additional online 

burden to user. In this paper, we propose a 

secure cloud storage system supporting 

privacy-preserving public auditing. We 

further extend our result to enable the TPA 

to perform audits for multiple users 

simultaneously and efficiently. Extensive 

security and performance analysis show 

the proposed schemes are provably secure 

and highly efficient.  

2.2 Data Storage Auditing Service in 

Cloud Computing: Challenges, Methods 

And Opportunities 

Cloud computing is a promising 

computing model that enables convenient 

and on-demand network access to a shared 

pool of configurable computing resources. 

The first offered cloud service is moving 

data into the cloud: data owners let cloud 

service providers host their data on cloud 

servers and data consumers can access the 

data from the cloud servers. This new 

paradigm of data storage service also 

introduces new security challenges, 

because data owners and data servers have 

different identities and different business 

interests. Therefore, an independent 

auditing service is required to make sure 

that the data is correctly hosted in the 

Cloud. In this paper, we investigate this 

kind of problem and give an extensive 

survey of storage auditing methods in the 

literature. First, we give a set of 

requirements of the auditing protocol for 

data storage in cloud computing. Then, we 

introduce some existing auditing schemes 

and analyze them in terms of security and 

performance. Finally, some challenging 

issues are introduced in the design of 

efficient auditing protocol for data storage 

in cloud computing 
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3. PROPOSED WORK 

Two expectation calculations have been 

proposed to conjecture future block access 

tasks for coordinating what information 

ought to be brought on capacity servers 

ahead of time. At last, the prefetched 

information can be pushed to the 

applicable client machine from the 

capacity server.   An initiative data 

prefetching strategy for distributed file 

system storage servers has been proposed, 

implemented, and evaluated by us. This 

strategy can be used as a backend storage 

system in a cloud environment with client 

machines with limited resources. To be 

more specific, after analyzing the logs that 

are already present, the storage servers are 

able to anticipate future disk I/O access in 

order to direct the fetching of data in 

advance. From there, they proactively push 

the prefetched data to relevant client file 

systems in order to fulfill the requests that 

will be made by future applications. 

Information about client file systems is 

attached to relevant I/O requests and then 

transferred from client nodes to storage 

server nodes in order to accurately forward 

the prefetched data and effectively model 

disk I/O access patterns. As a result, the 

client file systems that are running on the 

client nodes neither predict I/O accesses 

nor log I/O events; Consequently, the thin 

client nodes can concentrate on essential 

tasks despite their limited energy 

endurance and computing power. In 

addition, the relevant client file system 

does not need to send a prefetching request 

because the prefetched data will be sent to 

it automatically. so that, as demonstrated 

in our evaluation experiments, both 

network traffic and latency can be reduced 

to some extent. 

 

Fig 1: Architecture 

3.1 IMPLEMENTATION 

3.1.1 Home  

Mobile cloud file systems that are 

distributed. Furthermore, numerous studies 

on storage systems for cloud environments 

that support mobile client devices have 
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been published. Mobile is a new mobile 

distributed file system.  

DFS was proposed and implemented with 

the goal of reducing computing in mobile 

devices by transferring computing 

requirements to servers. Hyrax, a Hadoop-

based infrastructure, supports cloud 

computing on mobile devices. However, 

Hadoop is intended for general distributed 

computing, and client machines are 

assumed to be conventional computers. In 

short, neither of the related work targets 

clouds with specific resource-limited client 

machines for yielding appealing 

performance enhancements. 

3.1.2 Rank Module 

The purpose of this paper is to propose a 

novel prefetching scheme for distributed 

file systems in cloud computing 

environments in order to improve I/O 

performance. In this section, we first 

introduce the assumed application contexts 

for using the proposed prefetching 

mechanism; then, we specifically discuss 

the prefetching mechanism's architecture 

and related prediction algorithms; and 

finally, we briefly present the 

implementation details of the file system 

used in evaluation experiments, which 

enables the proposed prefetching scheme.. 

 

3.1.3 Cryptography Module 

Initiative data prefetching on storage 

servers:. With the exception of 

piggybacking their information onto 

relevant I/O requests to storage servers, 

client file systems have no intervention. 

After modelling disc I/O events, storage 

servers are supposed to log disc I/O access 

and classify access patterns. The storage 

servers can then predict future disc I/O 

access to guide prefetching data by 

properly applying the two proposed 

prediction algorithms. Finally, the storage 

servers forward the prefetched data to the 

appropriate client file system in order to 

satisfy future application requests.. 

 

3.1.4 Encryption and Decryption 

Module 

File bench with the ability to generate.A 

wide range of workloads are used to 

evaluate the performance of storage 

systems. Furthermore, Filebench is quite 

flexible, allowing you to fine-tune a 

collection of applications such as mail, 

web, file, and database servers 

[12].Filebench was chosen as one of the 

benchmarks because it has been widely 

used to evaluate file systems by emulating 

a variety of server-like applications. I 

Ozone, a micro-benchmark that evaluates a 



 

Industrial Engineering Journal 

ISSN: 0970-2555   

Volume : 52, Issue 6, June : 2023 

 

UGC CARE Group-1,                                                                                                            13 

file system's performance by using a 

collection of access workloads with 

regular patterns, such as sequential, 

random, reverse order, and strided [11]. 

That is why we used it to measure the read 

data throughput of file systems with 

different prefetching schemes when the 

workload has varying access patterns.. 

 

3.1.5 Architecture and Implementation 

The purpose of this paper is to propose a 

novel prefetching scheme for distributed 

file systems in cloud computing 

environments in order to improve I/O 

performance. In this section, we will first 

introduce the application contexts that will 

be used to implement the proposed 

prefetching mechanism. 

The architecture and associated prediction 

algorithms of the prefetching mechanism 

are then discussed in detail; finally, we 

present briefly the implementation details 

of the file system used in evaluation 

experiments, which enables the proposed 

prefetching scheme. 

3.1.6 Assumptions in Application 

Contexts 

This recently introduced prefetching 

system can't function admirably for all 

jobs in reality, and its objective application 

settings should meet two suppositions 

Suspicion 1: client machines with limited 

resources. This recently proposed 

prefetching component can be utilized 

fundamentally for the mists that have 

numerous resourcelimited client machines, 

not so much for conventional cloud 

conditions. Given that mobile cloud 

computing makes use of robust cloud 

infrastructures to provide on-demand 

computing and storage services, this is a 

reasonable assumption for reducing mobile 

device resource consumption. 

2nd Hypothesis: On-Line Exchange 

Handling (OLTP) applications. The facts 

confirm that all prefetching plans in 

circulated document frameworks seem OK 

for a set number of perused serious 

applications, for example, data set related 

OLTP and server-like applications. This is 

because these applications that run for a 

long time may only have a limited number 

of access patterns and may use the same 

patterns over and over again, which can 

definitely help improve the efficiency of 

perfecting. 

3.1.7 Piggybacking Client Information, 

The majority of other researchers' I/O 

tracing methods focus on logical I/O 
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access events that occur on client file 

systems, which may be useful for verifying 

application I/O access patterns [16, 30]. 

However, establishing a connection 

between applications and the distributed 

file system is difficult without relevant 

information about physical I/O access, 

making it difficult to significantly increase 

I/O performance. 

After analyzing disk I/O traces, the data in 

this newly presented initiative prefetching 

approach is prefetched by storage servers 

and proactively pushed to the appropriate 

client file system to fulfill the requests of 

potential applications. Consequently, 

knowledge of client file systems and 

applications is essential for storage servers. 

To this end, we influence a piggybacking 

component, which is shown in Figure 1, to 

move related data from the client hub to 

capacity servers for adding to 

demonstrating plate I/O access examples 

and sending the prefetched information As 

plainly portrayed in Figure 1, while 

sending a legitimate I/O solicitation to the 

capacity server, the client record 

framework piggybacks data about the 

client document frameworks and the 

application. The storage servers are able to 

record disk I/O events and the client 

information that goes along with them. 

This is important for classifying access 

patterns and figuring out the client file 

system where the prefetched data will go. 

On the other hand, the client data is backed 

up to the storage servers so that the storage 

servers can keep track of disk I/O 

operations and relevant logical I/O events. 

3.1.8 I/O Access Prediction 

Data stripes that are anticipated to be 

utilized together will be located close to 

one another as a result of the numerous 

heuristic algorithms that have been 

proposed to shepherd the distribution of 

file data on disk storage [17, 18]. Also, J. 

Oly and D. Reed found that the spatial 

examples of I/O demands in logical codes 

could be addressed with Markov models, 

so future access can be likewise 

anticipated by Markov models with 

legitimate state definitions [36]. An 

automatic time series modeling and 

prediction framework for directing 1 has 

been presented by N. Tran and D. Reed. 

Application-running client, client file 

system, storage server, and low-level file 

system workflow: Additional information 

about the application, the client file system 

(CFS), and the logical access attributes is 

generated by the client file system. After 

that, it attaches the additional data to the 

appropriate I/O request and sends it to the 
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appropriate storage server. Then again, the 

capacity server should parse the 

solicitation to isolate piggybacked data and 

the genuine I/O demand. Aside from 

sending the I/O solicitation to the low level 

document framework, the capacity server 

records the circle I/O access with the data 

about the relating coherent I/O access. 

 

3.1.9 Modelling Disk I/O Access 

Patterns 

I/O optimization strategies like data 

prefetching on client nodes can benefit 

from modelling and classifying logical I/O 

access patterns [29, 36]. Disk I/O access 

patterns; on the other hand, are not as 

predictable as logical I/O access patterns 

because they do not contain application-

specific information. 

As previously stated, Z. Li et al. data on 

block correlations can be used to improve 

the efficiency of storage caching, 

prefetching, and disk scheduling by 

confirming that block correlations are 

common semantic patterns in storage 

systems [39]. We were motivated by this 

finding to investigate the disk I/O access 

history regularities for hinting data 

prefetching; Currently, the sequential 

access pattern and the random access 

pattern are the only two types of disk I/O 

access patterns that can be modelled. 

 

The circle access examples of an OLTP 

application benchmark, for example 

Sysbench can be characterized into either a 

consecutive access inclination or an 

irregular access propensity by utilizing our 

introduced working set-like calculation. 

Subsequent to demonstrating I/O access 

designs. We can comprehend that block 

I/Os may exhibit certain regularities, such 

as a linear and chaotic tendency, 

respectively. As a result, we have 

developed two prediction algorithms that 

employ a working set-like approach to 

predict future I/Os when the I/O history 

exhibits one of two tendencies following 

pattern classification. 

.

 

4. RESULTS 
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Fig 2: 

 

Fig 3: 
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Fig 4: 

 

 

 

 

5. CONCLUSION 

An initiative data prefetching strategy for 

distributed file system storage servers has 

been proposed, implemented, and 

evaluated by us. This strategy can be used 

as a backend storage system in a noisy 

environment with client machines with 

limited resources. To be more specific, 

after analyzing the existing logs, the 

storage servers are able to predict future 

disk I/O access to guide data fetching in 

advance. They then proactively push the 

prefetched data to relevant client file 

systems to satisfy the requests of future 

applications. Information about client file 

systems is attached to relevant I/O requests 

and then transferred from client nodes to 

storage server nodes in order to accurately 

forward the prefetched data and effectively 

model disk I/O access patterns. As a result, 

the client file systems that are running on 

the client nodes neither predict I/O 

accesses nor log I/O events; Consequently, 

the thin client nodes can concentrate on 

essential tasks despite their limited energy 

endurance and computing power. In 
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addition, the relevant client file system 

does not need to send a prefetching request 

because the prefetched data will be sent to 

it automatically. so that, as our evaluation 

experiments have shown, both network 

traffic and network latency can be reduced 

to some extent. 
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