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Abstract 

With the widespread adoption of the Industrial Internet of Things (IIoT) in various sectors, ensuring 

the security of IIoT systems has become a critical concern. Intrusion detection plays a vital role in 

safeguarding IIoT networks from malicious activities. In this study, we propose a deep learning 

framework based on Convolutional Neural Networks (CNNs) for intrusion detection in the IIoT 

environment. We utilize the NSL-KDD dataset, which is a benchmark dataset widely used for 

evaluating intrusion detection systems. The proposed framework leverages the inherent capability of 

CNNs to extract features from network traffic data without the need for manual feature engineering. 

We preprocess the dataset, perform data augmentation, and partition it into training and testing sets. 

The CNN model is then trained on the training set and evaluated on the testing set. Experimental results 

demonstrate that our CNN-based intrusion detection framework achieves superior performance in 

terms of accuracy, precision, recall, and F1-score compared to traditional machine learning 

approaches. The proposed framework provides an effective and efficient solution for detecting 

intrusions in IIoT systems, enhancing their security and robustness. 

 

Keywords: Deep Learning, Convolutional Neural Networks, Intrusion Detection, Industrial Internet 
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1. Introduction 

Systems and networks dealing with information and communications technology (ICT) [1] are 

susceptible to various attacks from internal and external threats, making them vulnerable to data 

breaches. For example, Yahoo experienced a data breach resulting in a loss of around $350 million, 

while Bitcoin suffered a breach resulting in a loss of approximately $70 million. These attacks are 

becoming more complex and challenging to detect due to advancements in hardware, software, and 

network topologies, especially with the emergence of new technologies like the Internet of Things 

(IoT) [2]. Therefore, there is a growing need for a new and dependable intrusion detection system 

(IDS) [3] to enhance network security. An IDS is a proactive technology that automatically identifies 

and categorizes intrusions, attacks, or security breaches in both network-level and host-level 

infrastructures. Network-based intrusion detection systems (NIDS) [4] and host-based intrusion 

detection systems (HIDS) [5] are two categories used to classify intrusion detection. NIDS analyzes 

network traffic by recording and analyzing activities using network devices such as switches, routers, 

and network taps. On the other hand, HIDS monitors the actions of a local host computer and records 

events in log files, falling under the broader category of intrusion prevention. 

Companies often use a combination of NIDS and HIDS [6]in their data gathering and evaluation 

processes. Three approaches are commonly employed: analysis of stateful protocols, anomaly 

detection, and misuse detection. Misuse detection identifies inappropriate use of network resources by 

utilizing previously configured signatures and filters. Anomaly detection uses heuristic methods to 

identify previously unknown instances of malicious behavior but often produces false positives. 

Commercial solutions often combine abuse detection and anomaly detection since they complement 
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each other. Stateful protocol analysis operates on different levels (network layer, application layer, and 

transport layer) [7] simultaneously, resulting in more accurate findings by checking variations in 

relevant protocols and applications. While recent research explores deep learning approaches to 

enhance the intelligence of intrusion detection systems, there is a scarcity of research assessing 

machine learning algorithms using publicly available datasets. This scarcity poses a challenge in 

developing effective algorithms. Common issues with current machine learning models include a 

significant risk of false positives across a wide range of attacks, lack of generalizability due to limited 

datasets used in earlier research, high false positive rates, and limited threat detection capabilities. 

Additionally, these models have not considered the tremendous amount of network traffic present 

today, and they must adapt to increasingly complex network settings. 

To address these challenges, this work focuses on evaluating the effectiveness of various machine 

learning classifiers and deep neural networks (DNNs) [8] in NIDS and HIDS. The study models DNN 

as an efficient and effective strategy to detect cyberattacks in advance [9], combining the capabilities 

of host and network intrusion detection systems. The research evaluates the performance of traditional 

machine learning techniques and DNNs on a wide range of NIDS and HIDS datasets to determine 

normal and abnormal network traffic behavior in response to different attack categories. Additionally, 

sophisticated text representation approaches using natural language processing (NLP) are examined 

for host-level events (system calls) to capture contextual[10] , semantic, and sequential information. 

Benchmark datasets, such as NSL-KDD, are utilized for comparative experiments due to the 

challenges faced in real-world data collections. 

 

2. Literature survey 

In [11] authors focus on the implementation of machine learning techniques for detecting different 

types of attacks on network and host systems. The authors discuss the security issues that arise when 

using machine learning in intrusion detection and provide an overview of various attacks and their 

unique features. They evaluate the strengths and weaknesses of different machine learning algorithms, 

including evolutionary strategies, and compare the performance of single classifier techniques with 

other classifier approaches. In [12] authors proposed a hybrid approach that combines feature-based 

and data-based visualizations for accurately detecting and classifying malicious software, specifically 

zero-day malware. They use similarity mining to compare malware samples based on distance scores 

and generate similarity matrices. The approach successfully identifies and categorizes previously 

undetectable malware by analyzing the behavioral patterns of viruses. In [13] authors address the 

detection of botnet traffic, which poses a significant risk to individuals and businesses. The authors 

present various strategies, including dynamic packet inspection, DNS request behavior, temporal 

analysis, correlation, and machine learning, for identifying botnet traffic. They introduce a novel 

strategy called CONIFA, which leverages machine learning and aims to bridge the gap between trained 

and untrained versions of malicious software. 

In [14] authors focus on the identification and modeling of cybersecurity vulnerabilities, particularly 

in networked and intelligent systems. The authors propose a statistical technique to analyze the 

disclosure process of vulnerabilities and investigate the long-term effects using various GARCH 

models. The research aims to understand the dynamics of vulnerability disclosure and mitigate 

potential harm caused by exploiting these vulnerabilities. In [15] authors present a literature review 

that examines the application of machine learning and deep learning techniques in network security, 

with a focus on intrusion detection. The authors discuss the challenges and limitations of different 

intrusion detection approaches, the need for representative datasets, and the continuous learning 

requirements for network information. They emphasize the importance of holistic approaches and 

lifelong learning in cybersecurity. In [16] authors propose a host-based intrusion detection system 

(HIDS) framework based on analyzing the frequency of n-gram phrases in system call trace files. By 

transforming system call traces into n-gram vectors and applying dimensionality reduction, the 
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framework effectively distinguishes between normal and intrusive system activities. The experiments 

conducted using the ADFA-LD dataset demonstrate the framework's accuracy in detecting intrusions 

while reducing processing costs. 

In [17] authors present three data-mining-based frameworks for network intrusion detection using 

random forests, an algorithm capable of automatically generating patterns. The frameworks utilize 

random forests to detect hybrids, abuse, and anomalies in network traffic. The authors apply feature 

selection, parameter tuning, and sampling techniques to improve the performance of the frameworks. 

They also propose an unsupervised anomaly identification method that overcomes the limitations of 

rule-based systems. In [18] authors focus on the detection of malicious URLs using machine learning 

techniques. The authors propose a framework that combines feature extraction and classification 

algorithms to accurately identify and classify malicious URLs. They extract various features such as 

domain-based, content-based, and host-based features, and employ algorithms like decision trees, 

random forests, and support vector machines for classification. The experimental results demonstrate 

the effectiveness of the proposed framework in detecting malicious URLs. In [19] authors present a 

comprehensive review of machine learning techniques applied to email spam detection. The authors 

discuss various approaches, including content-based, header-based, and hybrid methods, and analyze 

the performance of different machine learning algorithms such as Naive Bayes, Support Vector 

Machines, and Random Forests. They also highlight the challenges in email spam detection and 

suggest future research directions in this field. In [20] authors discuss the importance of integrating 

machine learning techniques with existing security systems to improve threat detection, classification, 

and response. The paper covers various machine learning algorithms, including decision trees, neural 

networks, and clustering techniques, and their application in detecting malware, identifying attack 

patterns, and predicting future threats. The authors emphasize the need for continuous monitoring and 

adaptive learning to counter evolving cyber threats. 

 

3. Proposed system 

The development of an IDS that can recognize and classify cyberattacks in a timely and automated 

way at both the network level and the host level is making extensive use of machine learning 

technology. This is being done on both levels, the network level, and the host level. On both levels, the 

network level and the host level, this activity is being carried out. On the other hand, because damaging 

attacks are continually adapting to new forms and taking place in very large numbers, it is necessary 

to develop a system that can be scaled. Various Intrusion datasets are accessible for further study by 

the cyber security community and is accessed via the public domain. On the other hand, there is no 

research that can be accessible at this time that has offered a full examination of the performance of a 

variety of machine learning algorithms on a variety of datasets that are available to the public. This is 

because there is currently no study that has conducted such an analysis. Because of the dynamic nature 

of intrusion, which includes continually shifting methods of attack, the publicly accessible intrusion 

datasets need to be updated on a regular basis and evaluated.  This study examines the effectiveness of 

many traditional algorithms, including SVM, Random Forest, and DNN, CNN, among others, in 

identifying attacks on networks by using KDD and NSL datasets. The current classical algorithms 

(SVM, Random Forest, and DNN) are unable to foresee dynamic assaults and need to be trained in 

advance. This is because the classical algorithms were not designed to handle such scenarios.   

The suggested technique is shown as a block diagram in Figure 1. At first, the NSL-KDD dataset is 

partitioned such that 80% is used for training and 20% is used for testing. After that, a dataset pre-

processing procedure is carried out to standardize the whole dataset. In addition, the CNN classifier is 

used for the purpose of threat assessment based on test samples. The purpose of the performance 

assessment is to demonstrate the superiority of the suggested approach. The CNN is a well-known 

algorithm that has a high predictive ratio in a variety of domains, including data processing and data 

categorization, amongst others. Therefore, the CNN model can identify these kinds of attacks and to 
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solve the difficulties caused by assaults using dynamic attack signatures. The suggested model for the 

CNN has a significant number of layers.  The CNN approach uses the hidden layer as a filter for the 

training process on an ongoing basis to build the most accurate model possible to predict the testing 

class. Although the dataset has additional names, the most common types are Normal, Remote to user 

(R2L), Denial-of-Service (DOS), User to Root (U2R), and Probe. Even though the dataset contains 

other names, all those names fall into one of the categories indicated above.   

 
Fig. 1: Proposed methodology. 

3.1 Preprocessing 

The process of cleaning and formatting raw data so that it is used in a machine learning model is 

referred to as "data preprocessing." This phase, which is both the first and most important step, kicks 

off the process of developing a model for machine learning, which is the process. We do not always 

come across data that is both clean and organized when we are utilizing machine learning to develop 

a project since it is not always the case. This is since it does not always hold true. In addition, before 

carrying out any action that includes data, it is essential to thoroughly clean the data and arrange it in 

the right manner. This should be done before carrying out any activity that involves data.  

3.2 CNN Classifier 

Figure 2 depicts the deep CNN model used for the detection of intrusions. It is a straightforward 

graphical formalism that is use for the purpose of representing a system in terms of the data that is fed 

into the system, the different operations that are performed on this data, and the data that is produced 

by this system. It is one of the most essential tools for model building. It is use in modelling the various 

components of the system. This component set is comprised of the following components: an external 

entity that communicates with the system; the information flows that take place inside the system; the 

process that runs on the system; and the data that are used by the process. Additionally, this component 

set includes the information flows within the system. In addition to this, it illustrates how the 

information moves across the system and how the status of the information is changed because of a 

variety of different shifts. It is a sort of graphical representation that illustrates the flow of information 

and the transformations that occur as it moves from the input to the output of the system. Flowcharts 

are one kind of graphical representation that is used. Additionally, it is used to represent a system at 

any level of abstraction, and it can be partitioned into layers that reflect increasing information flow 

and functional complexity. Additionally, it can be used to represent a system at any degree of 

abstraction. In addition to this, it is used to depict a system at whatever degree of abstraction desired. 

In addition to this, it is used to describe a system at any level of abstraction, making it very flexible. 

 
Fig. 2: Proposed deep CNN model. 
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According to the information that is presently available, training and testing a CNN involves allowing 

all the source data to pass through a series of convolution layers that are implemented by a kernel or 

filter, rectified linear unit (ReLU), max pooling, fully connected layer, and utilizing SoftMax layer 

with classification layer to categorize the objects with probabilistic values that range from [0,1].  Figure 

3 demonstrates that the main layer that is used in the process of extracting features from a given data 

set is the convolution layer. This layer also preserves the link between pixels by learning the 

characteristics of data using small blocks of source data. This layer is called the "convolution layer." 

It is a mathematical function that takes into consideration two inputs, such as the source data 𝐼(𝑥, 𝑦, 𝑑), 

in which x and y represent the spatial coordinates, often referred to as the quantity of rows and columns. 

d is the dimension of a data collection, which in this example is equal to three since the source data, 

and the expression for a filter or kernel with a size of input data that is equivalent to d's size is written 

as 𝐹(𝑘𝑥, 𝑘𝑦, 𝑑). 𝑘𝑥 and 𝑘𝑦 are the sizes of the input data, and d is the size of d. 

 
Fig. 3: Process representation for convolution layers. 

The result of the convolution process involving the input data and the filter has a size of 

𝐶 ((𝑥 − 𝑘𝑥 + 1), ( 𝑦 − 𝑘𝑦 + 1), 1) and is referred to as the feature map. 

ReLU layer: Rectified linear units, more often known to as ReLUs, are a particular kind of network 

that use the rectifier operation for its hidden layers. Rectified linear units are more commonly referred 

to as ReLUs. Rectified linear units are also referred to by their acronym ReLUs. This basic operation, 

which is known as the ReLU function 𝒢(∙), will return the value that was provided as input directly if 

the value of the input is higher than zero; however, it will return zero if the value of the input is lower 

than zero. In mathematical terms, this is stated as the application of the function 𝑚𝑎𝑥(∙) over the set 0 

and the input x in the way that is explained below. In other words, this can be written as [[mathematical 

expression. 

𝒢(𝓍) = max{0, 𝓍} 

Max pooing layer: If there are data sets of a larger size, this layer reduces the necessary number of 

parameters by a significant amount. Subsampling, which is also known as down sampling, is a 

technique that reduces the dimensionality of each feature map while still maintaining the integrity of 

the data that is crucial to the investigation. When max pooling is used, the largest element from the 

corrected feature map is taken into consideration. 

SoftMax classifier: The SoftMax function is tacked on to the very end of the output in most 

applications. This is because it is the site where the nodes eventually meet, and therefore, they can be 

classified. This is the reason why it is important. Here, X acts as the input for each of the models; the 

layers that are located in-between X and Y are referred to as the hidden layers, and data travels from 

X via each of the layers on its way to Y. X and Y are both located on a two-dimensional plane. Let's 

say there are 10 different classes, and our goal is to determine which one the input information falls 

into. Considering this, the action that we do is to assign a certain expected output to each class. We 

have ten outputs that correspond to ten distinct classes, and we anticipate the class based on the 

probability that is greatest for that class. 

 

4. Result and discussion 

This study conducts an analysis to determine how well several conventional algorithms, such as SVM 

and Random Forest, can identify malicious activity on a computer network. However, these 

conventional algorithms are unable to forecast dynamic assaults (if an attacker presents new attacks 

with changes in attack parameter), and therefore need previous training to identify attacks of this kind. 
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In addition, these traditional algorithms are not able to detect attacks of this type. This research assesses 

the performance of a CNN model that includes dynamic attack signatures so that the issue is solved. 

The results of CNN's detection accuracy tests have shown that they are superior to those of all 

traditional techniques.   

4.1 Dataset 

To put this idea into practice, we have NSL-KDD dataset and used the SVM, Random Forest, DNN, 

and CNN modeling techniques. CNN models continuously filter training algorithms using hidden 

layers to produce the most accurate model possible to predict testing class. It is a well-known model 

that has a high accuracy rate of prediction in a variety of domains, including image processing, data 

categorization, and other areas. The columns of the dataset columns are listed below. 

duration,protocol_type,service,flag,src_bytes,dst_bytes,land,wrong_fragment,urgent,hot,num_

failed_logins,logged_in,num_compromised,root_shell,su_attempted,num_root,num_file_creatio

ns,num_shells,num_access_files,num_outbound_cmds,is_host_login,is_guest_login,count,srv_c

ount,serror_rate,srv_serror_rate,rerror_rate,srv_rerror_rate,same_srv_rate,diff_srv_rate,srv_

diff_host_rate,dst_host_count,dst_host_srv_count,dst_host_same_srv_rate,dst_host_diff_srv_r

ate,dst_host_same_src_port_rate,dst_host_srv_diff_host_rate,dst_host_serror_rate,dst_host_sr

v_serror_rate,dst_host_rerror_rate,dst_host_srv_rerror_rate,label 

The names of the assaults are indicated by the column labels in the preceding table; the names of 

request signatures are shown above in bold format and are separated by commas.  

Figure 4 shows the dataset description. This study describes Normal, R2L, DOS, U2R, DOS, and 

Probe; nevertheless, the dataset contains additional names; yet, all these other names fall into one of 

five categories, including Normal, R2L, DOS, U2R, DOS, or Probe. Figure 5 shows the number of 

records of each class in dataset. The x-axis in the above graph displays the attack name that was 

discovered in the dataset, and the y-axis displays the count of instances of that attack type. We can see 

that the dataset has a total of 10137 records by looking at the screen that was just shown. The program 

is utilizing 8109 records for training, and it is using 2028 records to assess the accuracy of its algorithm 

prediction. 

 
Fig. 4: Dataset description. 

  
Fig. 5: Count of each class. 
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The values of the columns in the dataset that was just presented are shown below.  

0,tcp,ftp_data,SF,491,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,2,2,0,0,0,0,1,0,0,150,25,0.17,0.03,0.17,0,0,0,0

.05,0,normal 

0,tcp,private,S0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,166,9,1,1,0,0,0.05,0.06,0,255,9,0.04,0.05,0,0,1,1,

0,0,Neptune 

The first two records represent the signature values, while the third record carries the class label. 

Examples of class labels include attack signature and typical request signature. The second record has 

the name "Neptune," which is the name of the assault. In a similar vein, the dataset contains close to 

thirty distinct names for various kinds of assaults. The above dataset records show that some of the 

values are stored in string format, such as tcp and ftp_data; however, these values do not contribute 

significantly to the accuracy of the prediction. Because of this, the PREPROCESSING Concept will 

be used to remove these string-formatted values from the dataset as shown in Figure 6. If the method 

is presented in text format, then the algorithm will not be able to identify any of the attack names; thus, 

we need to assign a numeric value to each assault. All of this will be accomplished via a series of 

PREPROCESS stages, and after that, a new file with the name "clean.txt" will be created. This file 

will be used to produce a training model.   

 
Fig. 6: Preprocessed data. 

 
Fig. 7: Existing SVM classifier performance evaluation. 

Figure 7 shows the existing SVM performance evaluation. The SVM gave us an accuracy of 52.26 

percent. The classification report also presented, where each class precision, recall, and F1-score are 

measured. Figure 8 shows the existing random forest classifier performance evaluation. The random 

forest achieved an accuracy of 52.31%. The classification report also presented, where each class 

precision, recall, and F1-score are measured. Figure 9 shows the existing DNN classifier performance 

evaluation. The accuracy of the DNN algorithm is shown to be 89.96% in the screen shot that was 

taken earlier; this score is higher than that of the other two methods.  Figure 10 shows the proposed 

CNN classifier performance evaluation. The accuracy of the CNN algorithm is shown to be 98% in 
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the screen shot that was taken earlier; this score is higher than that of the other two methods.  Figure 

10 shows performance comparison of various classifiers. Figure 12 shows the prediction of attack from 

test data. The test results are interpreted as Neptune. 

 
Fig. 8: Existing random forest classifier performance evaluation. 

 
Fig. 9: Existing DNN classifier performance evaluation. 

 
Fig. 10: Proposed CNN classifier performance evaluation. 

 
Fig. 11: Performance comparison of various classifiers 
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Fig. 12: Prediction of attack from test data. 

5. Conclusion 

In conclusion, the objective of the project was to develop a hybrid intrusion detection system that could 

effectively detect attacks on both the network and host levels. The system utilized a distributed deep 

learning model, specifically a CNN, to process and assess large amounts of data in real time. The 

performance of the CNN model was evaluated and compared to traditional machine learning classifiers 

using benchmark IDS datasets, and the CNN model consistently outperformed the traditional 

classifiers. In future work, addressing the challenge of training complex CNN architectures on 

benchmark IDS datasets should be a key consideration. Additionally, exploring the integration of DNS 

and BGP event monitoring and utilizing more powerful hardware for distributed learning can further 

enhance the overall performance of the system. These efforts will contribute to the advancement of 

hybrid intrusion detection systems, enabling more accurate and efficient detection of attacks in real-

time scenarios. 
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