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Abstract 

In recent years, the availability of online platforms for sharing drug reviews and experiences has led 

to an overwhelming amount of unstructured data. Extracting meaningful insights from these reviews 

is crucial for building effective drug recommendation systems. In this study, we propose a multi-layer 

perception (MLP) model for a drug recommendation system based on sentiment analysis of drug 

reviews. The first step in our methodology is dataset preprocessing. We gather a large collection of 

drug reviews from various online sources. To ensure the quality of the data, we perform text cleaning 

operations such as removing special characters, punctuation, and stop words. We also handle common 

challenges like misspellings and abbreviations, employing techniques like stemming and 

lemmatization to standardize the text. Next, we employ TF-IDF (Term Frequency-Inverse Document 

Frequency) for feature extraction. TF-IDF assigns weights to each term in the review based on its 

frequency and rarity in the entire corpus. This approach allows us to capture the importance of each 

term in the review while considering its relevance in the broader context. The TF-IDF values serve as 

features for training our MLP classifier. The MLP classifier is designed to learn from the extracted 

features and classify drug reviews into sentiment categories such as positive, negative, or neutral. We 

train the MLP model using a labeled dataset of drug reviews, where each review is associated with a 

sentiment label. The MLP architecture consists of multiple layers of interconnected neurons, enabling 

it to capture complex relationships between the input features and sentiment labels. During the training 

process, we optimize the model's parameters using backpropagation and gradient descent. To evaluate 

the performance of our drug recommendation system, we conduct experiments on a separate test drug 

review dataset.  

 

Keywords: Multi-Layer Perception, Drug Recommendation System, Sentiment Analysis, Drug 

Reviews, Dataset Preprocessing, TF-IDF, Feature Extraction. 

 

1. Introduction 

Online is one place where individuals go to share their concerns and learn more about various subjects. 

About 60% of Americans use the internet for health information needs, with 35% of respondents 

focusing only on online sickness diagnosis, according to the Pew Internet and American Life Project 

[1]. Since several studies demonstrate that a significant portion of fatal medical errors and semi-

mistakes are caused by medical professionals who prescribe medications based on their expertise. They 

often make errors since most of their knowledge is restricted. This research offers physicians a method 

for writing prescriptions for medications that they can employ. A popular structure called a 

"recommender framework" suggests products that customers could utilize to meet their specific needs 

[2]. The patient's physical, mental, and emotional issues are often considered while providing medical 

advice, in contrast to the approach used by many other models. A comparable system that offers drugs 

for a specific condition in response to patient input is the pharmaceutical recommendation system. 

This technology is essential in today's rapidly changing technological environment since it aids 

physicians in saving lives [3]. The suggested medication recommendation system is discussed in this 
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article along with how it functions. It does this by using cutting-edge technologies like as machine 

learning and data mining to uncover the intriguing records that are buried inside medical data and to 

reduce the number of medical errors that are committed by physicians while they are prescribing 

pharmaceuticals. The database module, the data preparation module, the data display module, the 

recommendation module, and the model evaluation module are the parts that make up this system [4].  

The patient is the one who is tasked with supplying the attending physician with a description of their 

symptoms while participating in an online consultation. Since the discovery of the newly discovered 

coronavirus infection (COVID-19), there has been a noticeable rise in the usage of online medical 

services. This is attributed to the fact that online medical services are more convenient [5]. There is a 

correlation between an increased risk of developing viral infections and several other diseases, 

including diabetes, hypertension, and heart disease. The availability of certified medical professionals 

at any time of day or night, removal of the need to travel to a physical place, greater levels of security 

and privacy, and individualized suggestions for medicine are just some of the perks that come along 

with utilizing virtual medical services. Changes to medical services is implemented in a variety of 

settings thanks to the recommender system. Since it is possible to have a tough time finding a doctor 

in a distant location, recommender systems have been created to provide support to people in this 

situation [6]. It is possible for recommender systems that are tied to health to give an accurate 

diagnosis, predict the progression of an ailment, and provide pertinent recommendations. Machine 

learning (ML) [7] has been shown to considerably enhance the quality of medical recommender 

systems by enabling the systems to provide suggestions that are based on the needs of patients and the 

replies that patients offer. Using sentiment analysis and feature engineering, the drug recommendation 

system can provide a pharmaceutical prescription in line with a certain condition [8]. The process of 

identifying and extracting feelings from words, including attitudes and points of view, is what is known 

as sentiment analysis. When a recommender system is used, it is possible to minimize information 

overload, and it may also be possible for both e-learning and e-government to notice potential 

improvements. Based on the individual's present health status, these recommender systems may 

identify illnesses, provide ideas for therapies, and even prescribe medications. When it comes to 

treating disorders such as colds, fevers, and cardiac deaths, the finest recommendations for treatment 

is found in a recommendation system that is driven by ML [9]. These suggestions are determined by 

factors such as the individual's blood pressure, gender, cholesterol levels, and blood sugar levels. 

People now have access to information on their diets because of the implementation of an oncology 

interface inside a healthcare system that is based on the Internet of Things (IoT) [10]. When prescribing 

medicine to a patient, a doctor could benefit from using a decision support system that considers the 

patient's prior medical issues and helps them choose the proper prescription. On the other hand, the 

suggestions that are generated by the recommendation system are based on an analysis of the use 

patterns that have come before. Collaborative filtering, knowledge-driven recommender systems, 

content-driven recommender systems, and hybrid recommender systems are the four distinct 

subcategories of recommender systems. Because the pharmaceutical recommendation system employs 

medical language, such as the names of infections, side effects, and synthetic names, only a select 

number of articles are available for access.  

 

2. Literature review 

In [11] authors assessed effective duplicate detection techniques using actual data. They worked with 

French or English texts, names of individuals or places, in Africa or the West. They provided a 

thorough characterization of semantic duplication, surpassing typical approaches, to find duplicates 

with an average complexity less than O(2n). They introduced a worldwide effectiveness rate that 

combined memory and accuracy using a straightforward technique. The study also introduced new 

record separation metrics and guidelines for automatic duplicate detection. The examination of a 

database with actual data for a Central African administration and a well-known standard database 
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with names of restaurants in the USA yielded better conclusions compared to other established 

approaches with lower complexity. In [12] authors developed a decision support tool for doctors to 

choose the best first-line medications. The technique estimates an individual's risk of infection based 

on their capacity to defend against infectious illnesses. The evaluation of the prototype system's risk 

estimation during a test was consistent with the choices made by experts. The technique is user-friendly 

for physicians and highly successful. In [13] authors introduced a unique adaptive synthetic 

(ADASYN) sampling strategy. ADASYN focuses on the challenge level of understanding each 

minority class example. It generates more synthetic data for minority class examples that are more 

challenging to learn compared to simpler minority class examples. In [14] authors proposed an 

innovative method for polarity classification of short text excerpts. The method considers the division 

of data into multiple categories. It involves training a common topic classifier in the first step, and 

learning multiple polarity classifiers, one for each subject, in the second step. Experimental results 

showed that their method significantly improved classification accuracy compared to traditional 

single-step strategies, achieving an accuracy increase of over 10%. In [15] authors suggested a novel 

approach using association rules for informal text mining. They applied this technique to user 

comments to identify common patterns and allusions to drug side effects. Despite the casual nature of 

the information, they observed meaningful patterns in the user comments. The method proved useful 

in identifying patterns in this context and can be adapted to different settings and languages. 

In [16] authors developed GalenOW, a drug recommendation system using Semantic Web technology. 

The study demonstrated the suitability of OWL and Semantic Web technologies for pharmaceutical 

recommendations, as OWL can incorporate medical information and rule-based reasoning can emulate 

medical decision-making. The benefits of semantic technologies were highlighted, even though 

traditional methods showed better performance in terms of time and memory requirements. In [17] 

authors discussed the creation of lexical resources and their use in the medical field. They developed 

a comprehensive lexicon that included divisive terms from other fields and used a corpus of medication 

reviews to build a language for medical opinions. The study showed that certain terminologies have 

distinct polarity in both general and medical domains. The general lexicon outperformed other well-

known lexicons in their corpus, and including the domain lexicon further improved results using a 

simple method. In [18] authors investigated factors contributing to medication administration errors 

(MAEs) in hospital settings using empirical data. The systematic review indicated that various system 

characteristics impact MAEs, although it is unclear how these components interact and contribute to 

mistakes. The study highlighted the need for further theoretical research to understand the causal 

pathway of MAEs and ensure interventions target root causes to maximize their effectiveness. In [19] 

authors focused on terminology and vocabulary related to pharmaceutical errors, including occurrence, 

risk factors, avoidance strategies, disclosure, and legal implications. The study provides useful 

information for practicing physicians, defining pharmaceutical errors as any mistakes made when 

taking medication. The Institute of Medicine estimates that 1 out of 131 outpatient deaths and 1 out of 

854 fatal inpatient hospitalizations are related to medication errors. In [20] authors developed a state-

of-the-art cloud-assisted drug recommendation (CADRE) system that matches users with the most 

appropriate medications based on their symptoms. CADRE categorizes medications based on 

functional description data and utilizes user collaborative filtering to generate personalized medication 

suggestions. The authors recommend using tensor decomposition to enhance the Quality of Experience 

(QoE) for medication recommendations by defining and displaying the link between the user, 

symptom, and therapy. This approach aims to improve QoE by addressing the limitations of cold-start, 

computationally expensive, and data-poor collaborative filtering methods. Experimental research 

using a practical dataset downloaded from the internet was conducted to assess the proposed strategy. 
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3. Proposed Methodology 

In our study, we conducted a detailed analysis of the performance of our MLP model for a drug 

recommendation system based on sentiment analysis of drug reviews. Figure 1 shows the proposed 

block diagram. We gathered a large collection of drug reviews from online sources and performed 

dataset preprocessing to ensure data quality. This involved text cleaning operations, such as removing 

special characters, punctuation, and stop words. We also handled challenges like misspellings and 

abbreviations by employing techniques like stemming and lemmatization to standardize the text. Then, 

we employed the TF-IDF technique for feature extraction. TF-IDF assigns weights to each term in the 

drug reviews based on its frequency and rarity in the entire corpus. This approach allows us to capture 

the importance of each term in the review while considering its relevance in the broader context. The 

TF-IDF values served as features for training our MLP classifier. We trained the MLP model using a 

labeled dataset of drug reviews, where each review was associated with a sentiment label (positive, 

negative, or neutral). The MLP architecture consisted of multiple layers of interconnected neurons, 

enabling it to capture complex relationships between the input features and sentiment labels. During 

the training process, we optimized the model's parameters using backpropagation and gradient descent. 

To evaluate the performance of our drug recommendation system, we conducted experiments on a 

separate test dataset consisting of drug reviews. We measured standard evaluation metrics such as 

accuracy, precision, recall, and F1-score to assess the effectiveness of our MLP model in classifying 

drug reviews based on sentiment. These metrics provide insights into the model's ability to correctly 

classify reviews and its overall performance. We compared our MLP-based approach with other state-

of-the-art sentiment analysis techniques to highlight its strengths and limitations. By comparing the 

performance metrics, we can determine how our model fares in comparison to existing methods and 

identify any improvements or areas of further research. Based on the evaluation metrics and 

comparisons, we interpreted the results of our analysis. This involved assessing the accuracy and 

effectiveness of our drug recommendation system in classifying drug reviews and providing 

meaningful insights.  

 
Fig. 1: Block diagram of the suggested system. 

3.1 Pre-processing 

The process of cleaning and formatting raw data so that it is used in a machine learning model is 

referred to as "data pre-processing." This phase, which is both the first and most important step, kicks 

off the process of developing a model for machine learning, which is the process. We do not always 

come across data that is both clean and organized when we are utilizing machine learning to develop 

a project since it is not always the case. This is since it does not always hold true. In addition, before 

carrying out any action that includes data, it is required to thoroughly clean the data and arrange it in 

the right manner. This is a prerequisite for carrying out any activity that involves data. Before moving 
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on to any other steps that include data, this one must be completed first. As a direct result of this, we 

make use of the labor involved in data preparation for the purpose of achieving this goal. 

Missing data management: Dealing with any datasets that are missing data is the task that will be 

performed at the subsequent step of the technique for data preparation. Our machine learning model is 

susceptible to experiencing a large level of difficulty as a direct consequence of the absence of any of 

the data included within our dataset. Because of this, it is of the utmost importance to address the 

missing values that are included within the dataset. The most common approaches of dealing with 

missing data include the following: 

• Dealing with null values often involves removing the individual row, since this is the first option 

available. In this way, all that must be done to complete the task at hand is to delete the specific 

row or column that is composed of null data. Moreover, this strategy involves removing data. 

• Using the method of calculating the mean: We will first identify the mean of the column or row in 

which there is a missing value, calculate that mean, and then use it in place of the missing value. 

This approach allows us to do all these things. This strategy is excellent for the components of the 

product that require quantitative data, such as age, income, year, and a host of other similar 

categories. 

Encoding Categorical data: Categorical data is a kind of data that refers to information that is 

partitioned into separate categories. For instance, our dataset contains two categorical variables: the 

location of the item and whether it was bought. Since the machine learning model relies only on 

mathematical equations and numerical data, the construction of the model might be complicated by 

the presence of a categorical variable in our dataset. Consequently, it is essential to convert these 

category variables into numerical form. 

Feature Scaling: The last step of the "data pre-processing" phase in machine learning is referred to as 

"feature scaling." In the process of scaling features as shown in Figure 2, all our variables are 

normalized such that they fall within the same range and are measured using the same scale. This 

guarantees that no one variable has more weight than the rest in the equation. If we do not scale the 

variable, then our machine learning model will have some kind of difficulty as a result. If we do not 

scale the model, which is based on the Euclidean distance between two points, then we will run into a 

difficulty. Machine learning models are built on this concept. If we calculate any two values using age 

and salary, then the values related to salary will take precedence over the age-related computations, 

which will lead to an inaccurate result. Therefore, we need to carry out feature scaling for machine 

learning to eliminate this problem. If we calculate any two values using age and salary, then the values 

related to salary will take precedence over the age-related computations, which will lead to an 

inaccurate result. Therefore, we need to carry out feature scaling for machine learning to eliminate this 

problem. 

 
Fig. 2: Feature scaling. 
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3.4 TF-IDF Feature extraction 

When it comes to information retrieval, one of the most important tactics that can be applied is to 

convey the relevance of a given word or phrase in connection to a certain document. This is done in 

several different ways. Consider the following example as a point of reference: We have what's known 

as a Bag of Words (BOW), and we need to parse the contents of it to get the information we need. In 

this scenario, we may implement the technique.  On the other hand, this increase is usually 

counterbalanced by the frequency with which the phrase occurs in the corpus, which helps to explain 

for the fact that terms are used more frequently in general. However, this growth is proportionate to 

the number of times a word appears in the document. However, this growth is proportionate to the 

number of times a word appears in the document. The value of the TF-IDF increases in proportion to 

the number of times a word appears in the document; however, this growth is proportional to the 

number of times a word appears in the document.  

 
Fig. 3: TF-IDF block diagram. 

The first method is known as the phrase frequency technique as shown in Figure 3. It is possible to 

calculate the term frequency of a piece of writing by comparing the total number of occurrences of a 

certain term within the document to the total number of words included within the document. This will 

give you an estimate of the term frequency. A percentage is used to represent the frequency of a term. 

The amount of information that a word provides is measured using the inverse document frequency, 

which also considers how often the term occurs in documents. It assesses how significant a particular 

word is in relation to the meaning of the whole piece of work. IDF demonstrates if a certain phrase is 

used often or seldom across all the publications. Calculating TF-IDF is as simple as multiplying TF by 

IDF. Raw data are not immediately transformed into usable features using TF-IDF in any way. To 

begin, it transforms raw strings or datasets into vectors, with a separate vector being assigned to every 

word. Then, to get the feature, we are going to put into practice a particular approach such as the Cosine 

Similarity algorithm, which works with vectors, and so on. 

Term Frequency (TF): Let's say we have a collection of English text papers, and we want to 

determine which document is the most pertinent to the question "Data Science is awesome!" by ranking 

them in order of relevance. Eliminating papers from the search that do not include the three terms 

"Data is," "Science," and "awesome" is a straightforward method for getting started, but this will still 

leave a significant number of pages. To differentiate them even further, by keeping track of the number 

of occurrences of each word that we come across in each document, we can calculate the frequency 

with which they are used. The number of occurrences of a certain word inside the confines of a given 

text is referred to as that text's frequency, and the phrase frequency of a document refers to that number. 

The frequency with which a certain word or phrase occurs in a piece of writing is directly proportional 

to the importance that the phrase or word carries when it appears in the text. 

𝑡𝑓(𝑡, 𝑑)  =  𝑐𝑜𝑢𝑛𝑡 𝑜𝑓 𝑡 𝑖𝑛 𝑑 / 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑤𝑜𝑟𝑑𝑠 𝑖𝑛 𝑑 

Document Frequency: In this way, it is fairly like TF in that it evaluates the significance of each 

document within the context of the whole corpus. However, there is one major difference between the 

two. The only thing that differentiates the two is that DF is the count of occurrences of term t 

throughout all the documents in set N, while TF is a frequency counter for a word t in document d. 

This is the only thing that distinguishes the two. This is the sole difference between the two. To put it 

another way, DF is the number of documents that include the word in some capacity. If the word 
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appears in the text at least once, then we count it as one occurrence; however, it is not necessary for us 

to know how many times the phrase is present. 

𝑑𝑓(𝑡)  =  𝑜𝑐𝑐𝑢𝑟𝑟𝑒𝑛𝑐𝑒 𝑜𝑓 𝑡 𝑖𝑛 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 

Inverse Document Frequency (IDF): When calculating TF, each phrase is given the same amount of 

weight as the others. On the other hand, it is common knowledge that some phrases, such as "is," "of," 

and "that," may occur rather often yet are of relatively little significance. Because of this, we need to 

give words that occur often in the document set less weight in Favor of terms that appear seldom and 

provide more weight to phrases that appear frequently. Calculating the inverse document frequency 

factor (IDF) is one way to achieve this goal. The IDF works by decreasing the amount of weight that 

is given to phrases that occur very often in the document collection and increasing the amount of 

weight that is given to terms that appear seldom. The informativeness of a term is quantified by looking 

at how often it appears in documents; the inverse of that number is referred to as the information 

document frequency, or IDF. IDF will assign a very low value to the words that appear the most often, 

such as stop words (this is because stop words such as "is" are present in practically all the texts, and 

N/df will assign a very low value to that word). When we do the calculation for IDF, the value assigned 

to the words that occur the most often, such as stop words, will be very low. This provides us with a 

weightage in relative terms, which is exactly what we have been searching for from the beginning. 

𝑖𝑑𝑓(𝑡)  =  𝑁/𝑑𝑓 

If there is a huge corpus, say 100,000,000, the IDF value skyrockets; thus, to prevent the impact, we 

take the log of the idf. Now there are a few more issues with the IDF. When a word that is not in the 

vocab is encountered within the duration of the query, the df value will be 0. Since we are unable to 

do division by zero, we will round off the value by adding one to the denominator. 

𝑖𝑑𝑓(𝑡)  =  𝑙𝑜𝑔(𝑁/(𝑑𝑓 +  1)) 

The TF-IDF has recently achieved the level of accuracy required to accurately evaluate the significance 

of a word in relation to a particular piece of writing that is included within a collection or corpus. When 

I first tried, I failed miserably. There are a wide variety of TF-IDF iterations illustrated in this image; 

nevertheless, for the time being, let's focus on this most fundamental iteration. 

𝑡𝑓 − 𝑖𝑑𝑓(𝑡, 𝑑)  =  𝑡𝑓(𝑡, 𝑑)  ∗  𝑙𝑜𝑔(𝑁/(𝑑𝑓 +  1)) 

 

3.3 MLP Classifier  

The Perceptron is now more often known as an algorithm; yet, when it was first developed, its primary 

function was that of an image recognition computer. It derives its name from the fact that it can 

perceive, see, and identify pictures in the same way that humans do. Particularly, there has been a lot 

of interest in the concept of a machine that would be capable of conceptualizing inputs impinging 

directly from the physical environment, such as light, sound, temperature, etc. The "phenomenal 

world" that we are all familiar with, without the need for the intervention of a human agent to digest 

and code the necessary information. This concept has garnered a lot of attention in recent years. There 

has been a great deal of interest in the idea of a device that would be capable to conceptualizing the 

inputs that would be impacting the outputs. This has been the primary focus of most of the research 

that has been conducted in this area. The neuron, a fundamental component of computational systems, 

was essential to Rosenblatt's perceptron machine. Each neuron, much as in the earlier models, consists 

of a cell that is provided with several inputs and weights in sequential order. The inputs are aggregated 

into a weighted total in Rosenblatt's model, and the neuron only fires and delivers an output if the 

combined weighted total is larger than a present threshold. This is the primary distinction between 

Rosenblatt's model and other models. Figure 4 shows threshold logic (right) and the perceptron neuron 

model (left). The activation function is denoted by the symbol T, which stands for the threshold. The 

neuron will create the value 1 as its output if the total of the weights of the inputs is higher than zero; 

otherwise, it will produce the value 0, while in all other cases, it will produce the value 0. 
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Fig. 4: Threshold logic (right) and the perceptron neuron model (left). 

Binary Classification Using a Perceptron: The perceptron is employed as a binary classification 

model thanks to its discrete output, which is controlled by the activation function. This results in the 

production of a linear decision boundary. This is possible because of the perceptron's ability to 

construct a linear choice border. Because of the perceptron's capacity to construct a linear choice 

boundary, this is really feasible. This feat is made possible because of the perceptron's ability to 

establish a decision boundary.  It does this by determining the separation hyperplane that reduces the 

distance between points that are unsure about their classification and the decision boundary, and it 

does so by finding that hyperplane. The following is a definition of the perceptron loss function: 

 
The optimization function known as stochastic gradient descent (SGD) is what the perceptron employs 

to cut down on the magnitude of this distance. If the data can be linearly isolated from one another, 

then it is certain that the SGD method will converge in a constrained number of steps. This is a certain 

assurance. The activation function, which is responsible for determining whether a neuron will fire, is 

the last component that the Perceptron requires to be fully functional. It is responsible for deciding 

whether a neuron will fire. When one looks at the function only from the perspective of its shape, it 

becomes clear why the sigmoid function was chosen to be included into the first Perceptron models. 

The sigmoid function is the mathematical representation of a non-linear function. It accepts any actual 

input and returns a number that, depending on the conditions, is either 0 or 1. Even if the neuron can 

interpret negative numbers when they are supplied as input, it is still able to create an output value of 

either 0 or 1, depending on which one it is told to do so. 

Figure 5 shows the perceptron neuron model (left) and activation function (right). Here, Rectified 

Linear Unit (ReLU) as the activation function for the neuron. This is because the ReLU is a linear unit 

that has been rectified. The reason for this is since the ReLU is a linear activation function. Since the 

ReLU is a linear activation function, this is the result. It is scale-invariant, which means that its 

characteristics are not influenced in any way by the amount of the input, making it more efficient to 

compute, and it permits more optimization via the use of SGD. Because of these advantages, the usage 

of ReLU has increased, causing it to become more popular. The neuron takes in the inputs, and then it 

chooses a random starting weight set for the connections it makes. The value of the output is decided 

by the activation function, which is known as ReLU. This occurs after the inputs have been combined 

by means of a weighted sum addition. The SGD method is employed by the Perceptron so that it can 

find, or you might say learn, the combination of weights that results in the smallest distance feasible 

between the misclassified points and the decision border. This is accomplished via the use of the SGD 

methodology. This is accomplished via the utilization of the SGD method. This is accomplished by 

using the SGD algorithm. The dataset is divided along a linear hyperplane as soon as the SGD 

algorithm reaches a point of convergence, and the two halves are then compared. Although it was 

claimed that the Perceptron could represent any logic or circuit, the most significant criticism directed 

at it was that it was unable to represent the XOR gate, which is also known as the exclusive OR gate 

and is a gate that only returns 1 if the inputs are unique. This was the gate that was the most important 

failure of the Perceptron. This was shown around a decade later, and it highlights the fact that the 
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Perceptron model, which is comprised of just a single neuron, is unable to be applied to non-linear 

data sets. 

 
Fig. 5: Perceptron neuron model (left) and activation function (right). 

The MLP was developed in response to this limitation, which served as the drive for its development 

as shown in Figure 6. It is a neural network in which there is no linear development between the 

mapping of inputs and outputs. A multilayer perceptron, commonly referred to as an MLP, is 

constructed of not just layers for input and output, but also one or more hidden layers. Each of these 

hidden layers is made up of several neurons that are placed one on top of the other. And even though 

every neuron in a perceptron is required to have an activation function that enforces a threshold, such 

as a ReLU or sigmoid, neurons in a multilayer perceptron are permitted to make use of any activation 

function of their choosing. In contrast to this, the scenario in a perceptron requires each neuron to have 

an activation function that maintains a threshold. In a perceptron, each neuron must meet this 

requirement. 

 
Fig. 6: Architecture of MLP. 

MLP is believed to be a feedforward algorithm since the inputs are added to the initial weights in a 

weighted sum, and then the result is applied to the activation function. This process is identical to the 

one used in the Perceptron. This is because the Perceptron came before the MLP, which explains why 

this is the case. However, a significant difference is that each linear combination is passed on to the 

succeeding layer. This is one of the fundamental differences. Each layer transmits to the next layer 

both the results of its own computation and its own individual interpretation of the data. These are both 

handed on by each layer in turn. This reaches all the way up to the output layer and travels through 

each of the hidden layers on its way there. If the algorithm were to simply calculate the weighted sums 

in each neuron, send its findings to the output layer, and then stop, it would not be able to learn the 

weights that minimize the cost function because it would not be able to select which weights are ideal. 

Therefore, it would not be able to learn the weights that minimize the cost function. This would prevent 

it from being able to learn the weights that would result in the cost function being reduced to its lowest 

possible value. There would be no true learning taking place if the algorithm were just given a single 

opportunity to iterate. Backpropagation is something that kicks into gear at this point in the process 

and continues throughout. 

Backpropagation is the name of the learning process that is carried out by the MLP as shown in Figure 

7, and this strategy is what enables the MLP to repeatedly adjust the weights that are already present 

in the network with the goal of bringing the cost function down to a lower value. There is a single, 

very tight need that must be satisfied before backpropagation can operate as it should.  Differentiability 

is required for both the threshold function and the function of a neuron that combines inputs and 

weights, such as the weighted sum and the ReLU functions, respectively. In order for these functions 
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to be considered valid, they need to have a finite derivative. This is because gradient descent is the 

optimization function that is used in MLP most of the time. 

 
Fig. 7: MLP, highlighting the feedforward and backpropagation steps. 

After the weighted sums have been spread throughout all the layers in each iteration, the gradient of 

the Mean Squared Error is calculated across all the input and output pairs. This step is repeated until 

the desired level of accuracy is achieved. This occurs after the iteration is complete. This is done to 

reduce the likelihood of making a mistake. Following this step, the value of the gradient is then added 

to the weights of the first hidden layer. This is done so that it is propagated backwards. This is the 

process through which the weights are sent all the way back to the beginning of the neural network. 

This procedure will continue until the gradient for each input-output pair has converged, which occurs 

when the newly calculated gradient hasn't changed by more than a convergence threshold since the 

previous time it was iterated. Convergence is defined as the situation in which the newly computed 

gradient hasn't changed by more than the threshold since the last time it was iterated.  

4. Results and discussion 

This section gives the detailed analysis of results and discussion, which includes dataset description 

and performance evaluation. 

 

4.1 DRUGREVIEW Dataset 

The information contains not only patient testimonials about medications and the illnesses to which 

they are associated, but also a patient rating out of ten stars that denotes the level of overall patient 

approval. The information was gathered by searching through several pharmaceutical review 

websites that are available on the internet. The goal was to do research: 

• Sentiment analysis of drug experience across multiple facets, which includes sentiments learned 

on aspects like effectiveness and side effects.  

• The transferability of models among domains, which includes conditions; and  

• The transferability of models across different data sources (see 'Drug Review Dataset 

(Druglib.com)').  

A train partition that contains 75% of the data and a test partition that contains 25% of the data are 

constructed (see publication) and stored in two separate tab-separated values (.tsv) files, respectively. 

Both partitions are saved separately. You understand and agree that you are solely responsible for your 

actions when using this dataset. 

• drugName (a categorical term): the name of the drug  

• condition (a categorical term): the name of the ailment  

• review (a textual term): a patient review  

• rating (a numeric term): a patient rating of 10 stars 

• date (date): the date on which the review was first submitted.  

• usefulCount (numerical): the total number of people who considered the review to be helpful. 
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Fig. 8: Drugs ratings graph. 

 
Fig. 9: Drug names dataset. 

Figure 8 shows the dataset description. On the graph, the ratings are shown along the x-axis, and the 

total number of records that got that rating is displayed along the y-axis. Figure 9 shows the drug names 

of dataset. It is clear from the screenshot that all stop words and other symbols have been eliminated 

from the reviews, and the graph now just displays the top 20 drugs that were found in the dataset. The 

x-axis of the graph above displays the name of the drug, while the y-axis displays the count of how 

many times it was used. Table 1 compares the performance evaluation of various drug recommendation 

systems. Here, proposed MLP resulted in improved performance as compared to other models like 

Existing Logistic regression, Existing SVC, Existing Ridge classifier, Existing Multimodal naive 

bayes, and Existing SGDC. Figure 10 shows the performance comparison graph of Table 1. Figure 11 

shows the drug recommendations from test data. 

Table. 1: Performance evaluation. 

Method Precision Recall F1-Score Accuracy 

Existing Logistic regression 80.54 79.30 79.27 76 

Existing SVC 70.51 71.18 70,46 67.80 

Existing Ridge classifier 66.786 37.72 42.78 55.1 

Existing Multimodal naive bayes 41.32 47.98 43.14 47.19 

Existing SGDC  41.324 47.18 43.44 47.49 

Proposed MLP 99.96 99.72 99.84 99.9 

 

 
Fig. 10: Performance comparison graph. 
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Fig. 11: Drug recommendations from test data. 

5.  Conclusion 

In conclusion, this work proposed a MLP model for a drug recommendation system based on sentiment 

analysis of drug reviews. Our methodology involves dataset preprocessing, TF-IDF feature extraction, 

and training an MLP classifier to classify drug reviews into sentiment categories. Through dataset 

preprocessing, we ensured the quality of the data by performing text cleaning operations and handling 

challenges like misspellings and abbreviations. The TF-IDF technique allowed us to extract important 

features from the drug reviews by assigning weights based on term frequency and rarity. These TF-

IDF values served as input features for training our MLP classifier. The MLP classifier, with its 

multiple layers of interconnected neurons, was capable of capturing complex relationships between 

the input features and sentiment labels. We optimized the model's parameters using backpropagation 

and gradient descent during the training process. To evaluate the performance of our drug 

recommendation system, we conducted experiments on a separate test dataset of drug reviews. The 

system's effectiveness was assessed using standard evaluation metrics such as accuracy, precision, 

recall, and F1-score. However, it is important to note that further research and refinement are necessary 

to improve the accuracy and robustness of the MLP model. Additionally, incorporating additional 

factors such as user demographics and medical history could enhance the precision of the drug 

recommendation system. 
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