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Abstract— software has become increasingly 

vital in our daily lives. Software engineering 

research is centered on defect prediction. 

Successful software development requires better 

communication between data mining and 

software engineering. Software Engineering is a 

comprehensive domain since it requires a tight 

communication between system stakeholders and 

delivering the system to be developed within a 

determinate time and a limited budget. 

Delivering the customer requirements include 

procuring high performance by minimizing the 

system. Thanks to effective prediction of system 

defects on the front line of the project life cycle, 

the project’s resources and the effort or the 

software developers can be allocated more 

efficiently for system development and quality 

assurance activities. All in all, the results of 

ensemble learners category consisting of 

Random Forests (RF) and Bagging in defect 

prediction is pretty much its counterparts. 

INTRODUCTION 

    Software defect prediction is a pre-testing 

technique that estimates where bugs will show 

up in the code. The purpose of software defect 

prediction research is to identify potentially 

flawed parts of a programme before it reaches 

the testing phase. The primary benefit of these 

prediction models is that they need more testing 

time and money. may be directed to the modules 

most prone to errors. However, only a few 

mobile app-specific software defect prediction 

algorithms currently exist. It is common practise 

to utilise defect prediction algorithms to probe 

the impact domain in software (clustering, neural 

networks, statistical methods, and machine 

learning models). This research aims to examine 

and compared various ML (machine learning) 

algorithms for software bug 

prediction. Developing a software system is an 

arduous process which contains planning, 

analysis, design, implementation, testing, 

integration and maintenance. A software 

engineer is expected to develop a software 

system on time and within limited the budget 
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which are determined during the planning phase. 

During the development process, there can be 

some defects such as improper design, poor 

functional logic, improper data handling, wrong 

coding, etc. and these defects may cause errors 

which lead to rework, increases in development 

and maintenance costs decrease in customer 

satisfaction. A defect management approach 

should be applied in order to improve software 

quality by tracking of these defects. In this 

approach, defects are categorized depending on 

the severity and corrective and preventive 

actions are taken as per the severity defined. 

Studies have shown that ’defect prevention’ 

strategies on behalf of ’defect detection’ 

strategies are used in current methods. Using 

defect prevention strategies to reduce defects 

generating during the software development the 

process is a costly job. It requires more effort 

and leads to increases in project costs. 

 

LITERATURE REVIEW 

 

Basili et al (1996) [2] have utilized calculated 

relapse to inspect what the impact of the set-up 

of item situated plan measurements is on the 

expectation of shortcoming inclined classes. 

Khoshgoftaar et al (1997) [3] have utilized the 

neural organization to group the modules of 

enormous media transmission frameworks as 

flaw inclined or not and compared it to a non-

parametric discriminant model. To identify 

software problems. Ceylan et al. (2006) [4] 

proposed a decision tree, radial bias function 

and  multilayer perceptron based model which 

was applied on three huge companies in Turkey 

and detected the flaws in the software, which 

lead the companies to make necessary changes. 

Elish et al. (2008) [5] applied SVM on the four 

NASA data sets [12] against other machine 

learning algorithms and realizedSVM's 

performance was superior to that of others. In 

this experiment, the study of Malhotra et. al. 

(2015) [10] have been guiding us while deciding 

to select which machine learning algorithms we 

have used for defect prediction in software 

systems. They categorized the machine learning 

algorithms based on distinct learners such as 

Ensemble Learners, Bayesian Learners, Neural 

Networks and SVM. According to these 

categories, we selected seven different machine 

learning algorithms to estimate software defect. 

RELATED WORK 

1. Bayesian Learners:  

• Naive Bayes: Naive Bayes which is one of the 

most commonly used algorithms for classifying 

problems is simple probabilistic classifier and is 

based on Bayes Theorem 

Multinomial Naïve Bayes: Multinomial Naive 

Bayes classifier is obtained by enlarging Naive 
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Bayes classifier. Differently from the Naive 

Bayes classifier, a multinomial distribution is 

used for each features. 

 2) Ensemble Learners:  

• Bagging: This algorithm which is introduced 

by Leo Bremen and also called Bootstrap 

Aggregation is one of the ensemble methods. In 

this approach, N sub-samples of data from the 

training sample are created and the predictive 

model is trained by using these subset data. Sub-

samples are chosen randomly with replacement. 

As a result, the final model is an ensemble of 

different models.  

• Random Forest: Random Forest algorithms 

which also called random decision forest is an 

ensemble tree-based learning algorithm. It makes 

a prediction over individual trees and selects the 

best vote of all predicted classes over trees to 

reduce overfitting and improve generalization 

accuracy. It is also the most flexible and easy to 

use for both classification and regression. 

3) Neural Networks:  

• Multilayer perceptron: Multilayer Perceptron 

which is one of the types of Neural Networks 

comprises of one input layer, one output layer 

and at least one or more hidden layers. This 

algorithm transfers the data from the input layer 

to the output layer, which is called feedforward. 

For training, the backpropagation technique is 

used. One hidden layer with (attributes + classes) 

/ 2 units are used for this experiment. Each 

dataset has 22 attributes and 2 classes which are 

false and true. We determined the learning rate 

as 0.3 and momentum as 0.2 for each dataset. 

 • Radial Basis Function Network (RBFN): 

Radial Basis Function Network includes an input 

vector for classification, a layer of RBF neurons, 

and an output layer which has a node for each 

class. Dot products method is used between 

inputs and weights and for activation sigmoidal 

activation functions are used in MLP while in 

RBFN between inputs and weights Euclidean 

distances method is used and as activation 

function, Gaussian activation functions are used. 

4) Support Vector Machines: Support vector 

machine (SVM) is a supervised machine learning 

method capable of both classification and 

regression. It is one of the most effective and 

simple methods used in classification. For 

classification, it is possible to separate two 

groups by drawing decision boundaries between 

two classes of data points in a hyperplane. The 

main objective of this algorithm is to find 

optimal hyperplane 

PROPOSED WORK 

There are a great variety of studies which have 

developed and applied statistical and machine 

learning based models for defect prediction in 

software systems. Basil etal. (1996) [1] have 

used logistic regression in order to examine what 
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the effect of the suite of object-oriented design 

metrics is on the prediction of fault-prone classes. 

Khoshgoftaaretal. (1997)[7] have used the neural 

network in order to classify the modules of large 

telecommunication systems as fault-prone or not 

and compared it with a non-parametric 

discriminant model. The results of their study 

have shown that compared to the non-parametric 

discriminant model, the predictive accuracy of 

the neural network model had a better result. 

Then in 2002 [6], they made a case study by 

using regression trees to classify fault-prone 

modules of enormous telecommunication 

systems.
 

The proposed system includes SVM, Multilayer 

Perceptron, Run Bagging algorithm, Naive 

Bayes algorithm, Random Forest algorithm, 

Multinomial NB and Radial Basis Functions to 

solve the class misbalancing problem which 

causes in the decreasing performance of defect 

prediction. The dataset has been trained and 

spitted according to the constraints and using the 

accuracies has been defined in order to measure 

the defect estimation capability of various 

algorithms proposed. 

Advantages of proposed system:  

1. Predicted model is used for evaluating the 

performance measures. 

2. We can apply various datasets in this project. 

But we are using NASA datasets in our project.  

3. Software defects are classified to the extent. 

 4. Advance measures can be taken on selection 

of algorithm  

5. Provides Better results.  

6. Identify defects in the early stage of the 

project which in turn results in Customer loyalty. 

 

SAMPLE SCREENSHOTS 
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CONCLUSION 

    In this paper, we propose a seven machine 

learning algorithms are used to predict 

defectiveness of software systems before they 

are released to the real environment and/or 

delivered to the customers and the best category 

which has the most capability to predict the 

software defects are tried to find while 

comparing them based on software quality 

metrics which are accuracy, precision, recall and 

F-measure. We carry out this experimental study 

with four NASA datasets which are PC1, CM1, 

KC1 and KC2. These datasets are obtained from 

public PROMISE repository. The results of this 

experimental study indicate that tree-structured 

classifiers in other words ensemble learners 

which are Random Forests and Bagging have 

better defect prediction performance compared 

to its counterparts. Especially, the capability of 

Bagging in predicting software defectiveness is 

better. When applied to all datasets, the overall 

accuracy, precision, recall and FMeasure of 

Bagging is within 83,7-94,1%, 81,3-93,1%, 

83,7- 94,1% and 82,4-92,8% respectively.For 

PC1 dataset, Bagging outperforms all other 

machine learning techniques in all quality metric. 

However, Naive Bayes outperforms Bagging in 

precision and F-Measure while Bagging 

outperforms it in accuracy and recall for CM1 

dataset. Random Forests outperforms all 

machine learning techniques in all quality 

metrics for KC1 dataset. Finally, for KC2 dataset, 

MLP outperforms all machine learning 

techniques in all quality metrics for KC2 dataset. 
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