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Abstract: Solar energy and wind power have emerged as two of the most advanced forms of 

renewable energy in the last several years. The abundance of locations with high irradiation and wind 

possibilities has led to a recent uptick in funding for the research and development of these two 

technologies. Solar radiation isn't constant, therefore we need a way to generate energy that's more 

adaptable and dependable. Energy system operators rely on traditional technologies to meet the grid's 

demands. In order to obtain a higher penetration of renewable generators, it is necessary to build 

accurate forecasters in order to lower the unreliability aspects. It is not a new task to predict the 

power output of renewable energies. Various approaches are presented in the literature. Forecasting 

relies on extrapolating future values from existing historical datasets. Solar irradiation prediction 

using data-driven models is one application that has been attracting a lot of attention.  Since sun 

irradiation varies greatly and can even go to zero at night, it might be challenging for machine 

learning algorithms to track its trend. More issues arise as a result of this break. Therefore, a two-

pronged strategy has been employed to forecast solar irradiation: first, by processing the data with 

the wavelet transform for all the pertinent parameters; second, by training a neural network with the 

processed data. We will be measuring performance with the mean absolute percentage error. The 

proposed approach attains an MAPE of 1.37%. 
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1. Introduction 

One of the most popular renewable energy sources in the modern period is solar power, which is 

convenient and adaptable. Solar renewable electricity has the potential to meet the world's expanding 

energy needs. Even while there are numerous benefits to using solar power, there is a downside as 

well. The potential quantity of solar energy remains an open question. This is because, in contrast to 

other renewable energy sources such as wind and tidal power, the amount of solar energy is subject 

to numerous unpredictable changes. Consequently, accurately estimating and harvesting solar power 

becomes challenging due to the intermittent and variable nature of solar energy. This makes it 

difficult to quantify the amount of energy that can be harvested from solar panels at any one moment.  

The same can be explained by a number of natural phenomena. Harnessing power from the sun 

becomes pointless and unproductive when the appropriate solar energy measure cannot be accurately 

established. The system unit's stability, power quality, and longevity could all take a hit as a result. It 

might also lead to a number of other power-related issues. Recurring variations in sun irradiation 

power could lead to inaccurate and untrustworthy results. [5] Solar irradiation prediction could be an 

answer to the dilemma I just described. Predicting future sun irradiation can help achieve an accurate 

reading of solar energy. It has the potential to demonstrate tremendous benefits associated with 

electricity generating if put into place from the start. In this respect, the entire grid configuration and 

its functional units will be of service. The average daily sun irradiation is the primary determinant of 

the solar energy output. The problem of variable solar irradiation power can be effectively addressed 

in this way. 
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Fig.1 Global Solar Energy Share 

A great deal of study has been conducted on the topic of solar irradiation predictions. The 

methodology utilized to classify solar forecasting methods allows for easy categorization.  There are 

two main types: physical and statistical. Traditional methods mostly use patterns in numerical data 

sets derived from weather forecasts. The input data is used for the purpose of processing and 

evaluation after being supplemented with appropriate information in such a scenario. The area of 

Artificial Intelligence (AI) has been the subject of extensive study and practical application. eight to 

nine The application of AI in this field is highly advantageous due to the complexity of the task 

involved. With the help of artificial neural networks, non-linear connections and linkages between 

the input and output ends can be processed more efficiently. Their processing speed allows them to 

quickly determine the outcome of a huge data collection. Therefore, our proposed study makes use of 

the idea of Artificial Intelligence to establish an approach that is both accurate and versatile. 

 

2. The Solar Energy Sector 

On a global level, the population has been rapidly increasing. With the global technology revolution 

and the beginning of digitalization, there have been additional needs for high energy. Over the past 

few decades, nonrenewable energy sources have been used regularly and are almost to the point of 

exhaustion. Additionally, they have been involved in atmospheric imbalance and global warming. As 

a result, renewable energy sources are currently the most viable option for supplying energy needs in 

a way that is environmentally friendly. As is well known, the sun, environment, and other factors are 

the main considerations taken into account when forecasting solar power. The main producer of solar 

power is the sun.   

 
Fig.2 Global Energy Generation Statistics 

This type of energy production prediction is essential for accurate solar power estimation purposes, 

efficient solar power plant management, and a well-distributed solar electricity grid and exports. 

However, a precise and effective forecasting technique is necessary since solar irradiation has both 

linear and nonlinear time series aspects. For effective prediction results, a method combining a 
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combination of neural networks with a holistic approach has been recommended in this study. This 

comprehensive strategy uses a two-stage feature selection filter that could eliminate undesirable 

characteristics from the input. It has been observed that the hybrid network executes better than the 

previous approaches. 

The use of power has grown substantially in the past few decades, based on statistics and facts. The 

demand for power supplies has been far exceeding the amount of power provided globally. This 

indicates that the power demand has in addition to the capacity of the initial power generation. 

[10]The increasing rate of consumption globally could possibly be the cause of these significantly 

increasing electricity requirements. Some non-renewable energy sources have been investigated as 

potential solutions to these energy and power needs. Consequently, research efforts have been 

spurred to explore the vast potential of solar and wind energy resources. Therefore, solar power lays 

the path for supplying the globe's future energy needs. 

 

3. Methodology 

The suggested methodology aims to utilize data pre-processing techniques to eliminate noise from 

the data and provide the machine learning model with an external input in the form of a recent 

moving average. This will aid in analysing recent patterns. The data processing has been suggested 

using a dual strategy of noise filtering and dimensional reduction. In order to get the desired 

outcome, the wavelet transform and principal component analysis will be utilized and optimized for 

the data model. This approach facilitates the comprehension of how the data patterns persist over a 

significant period of time, while simultaneously eliminating the disruptive elements of the data. The 

applied machine learning model is better trained as a result of this creative method. The thorough 

statistical analysis offers insightful information about how accurate the data used to train the machine 

learning model was. The learning model is then proposed to use a moving average as an external 

input. The machine learning system would be able to recognize current patterns in the data and take 

into account the larger past data by using a moving average. The discrete wavelet transform 

coefficients from the decomposition and the moving average exogenous input would be included in 

the final data vector. Then, by adding all the outputs from the several learning models, gradient 

boosting is proposed as a way to determine the final prediction output. The mathematical modeling 

of the proposed method is described in detail in the accompanying section. 

3.1 Data Processing 

A technique for data optimization and dimension reduction in time series forecasting challenges is 

Principal Component Analysis (PCA). It is beneficial to distinguish between the variable and 

predictable components of the data in the context of this investigation. The coherent and predictable 

data samples are effectively separated from the noisy data samples by this separation. Applying 

Principal Component Analysis (PCA) to the raw data enables the reduction of dimensions, resulting 

in a more organized and concise data vector with fewer dimensions. This enables the reduction of 

disturbances in the data by truncating dimensions that have relatively lower coherence. The target 

vector can be represented by its data representation.                       

                                                                       𝑇 = 𝑇(𝑡), 𝑇(𝑡 − 𝑘)………  𝑇(𝑡 − 𝑛𝑘)               (1) 

Here, 

T is the composite target vector  

t is the time variable 

k is the delay or lag variable 

n is the number of lags 

Multiple governing parameters or characteristics, often nonlinear and non-stationary, influence the 

target vector. A lower-dimensional representation of the data vector can be obtained by using 

Principal Component Analysis (PCA), which also removes the uncorrelated data variables that are 

present in the data's noise spectrum. The data that has been processed through a filter can be 

represented as: 
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                           𝑇𝑟 = 𝑃𝑟
𝑛,𝑚𝑆𝑟

𝑛,𝑚∆𝑟                                              (2) 

Here, 

𝑇𝑟 is the truncated and dimensionally reduced data vector 

𝑃𝑟
𝑛,𝑚

 is the principal components 

𝑆𝑟
𝑛,𝑚

 is the reduced singular matrix 

∆𝑟 is the PCA matrix 

Subsequently, the PCA reduced data will be decomposed by the discrete wavelet transform. The 

discrete wavelet transform is a discretized variation of the continuous wavelet transform that is 

employed for the purpose of filtering time series data. The Discrete Wavelet Transform (DWT) 

functions as a multi-level filter, where scaling and shifting operations of even length serve as high 

and low pass filtering processes. In contrast to Fourier-based approaches, which are applicable to 

smooth signals and data patterns because of the limits imposed by Dirichlet's conditions. 

Nevertheless, the wavelet transform proves to be valuable in the analysis of signals and data that 

exhibit non-smoothness, non-stationarity, and sudden changes, mostly because of the presence of 

non-smooth kernel functions. The scaling operation adheres to the following conditions: 

                                      ∑ 𝑘𝑖
2𝐿−1

𝑛=0 = 1                                            (3) 

 

                                   ∑ 𝑘𝑖
2𝐿−1

𝑙=0 + 2𝑛 = ∑ 𝑘𝑖
2 + 2𝑛∞

𝑙=−∞  = 0         (4) 

Here, 

𝑘𝑖: 𝑙 = 0… . . 𝐿 − 1 represents the kernel of the transform  

n represents the set of non-zero integers. 

An alternate perspective on the DWT is as a recursive pyramidal filter that decomposes the function 

into its component parts, allowing for the estimation and detailed calculation of coefficient values. 

The intrinsic patterns in the data, excluding the noisy component, would be contained in the 

approximate coefficient values, whereas the detailed values would include the noisy disturbances. In 

order to remove the noisy data, it is possible to apply the DWT iteratively while keeping the 

approximation coefficient values and rejecting the detailed ones.  Although there might be some data 

loss during the procedure, the benefits would exceed the negative impacts of the data disturbances. It 

boils down to this, mathematically: 

𝑋(𝑡)
𝑆,𝑊
→ 𝐶𝑜 − 𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡𝑠 (𝐴𝑝𝑝𝑟𝑜𝑥, 𝐷𝑒𝑡𝑎𝑖𝑙𝑒𝑑)                             (5) 

Here, 

Approx. represents the approximate co-efficient values 

Detailed represents the detailed co-efficient values 

S and W are the scaling and wavelet filters of the DWT 

X is the time domain samples of the data 

3.2 Training  

In order to get at the training data, the raw data is first processed and organized using PCA and 

DWT. This study makes use of the following data features: date, closing price of the previous day, 

opening price of the present day, volume (swing), and daily high and low prices. Back propagation-

gradient descent is the training algorithm used in this case. As is customary, the neural network is 

trained using 70% of the data and tested using 30%. For temporal prediction issues, the back 

propagation method is selected because it produces generally decent results. This method involves 

training the network with the data vector and then calculating the objective function or error. The 

following limitations inform the iterative or recursive training process: 

a) After a certain number of successive iterations, the values become stationary and the objective 

function is minimized. 

b) We've reached the maximum number of iterations defined, but the objective function hasn't 

achieved stationarity. 
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When you meet one of these two requirements, the instruction will end. The back propagation mostly 

makes use of the chain rule provided by: 

                                            𝑤𝑘+1 = 𝑤𝑘 − 𝛼
𝜕𝑒

𝜕𝑤
                             (6) 

Here, 

𝑤𝑘+1 is the weight of the next iteration 

𝑤𝑘 is the weight of the present iteration 

e is the error 

α is the learning rate 

                           
𝜕𝑒

𝜕𝑤
=
𝜕𝑒

𝜕𝑦
.
𝜕𝑦

𝜕𝑤
                                                                (7) 

The chain rule in relation (7) can be used for computing the error gradient. Summarizing the back 

propagation algorithm employed, the following steps are to be employed: 

The performance evaluation of the proposed model is done based on the evaluation of the following 

parameters: 

1) Mean Absolute Percentage Error (MAPE) 

2) Mean square error (MSE) 

𝑀𝐴𝑃𝐸 =
100

𝑁
∑

|𝑉𝑡−𝑉𝑡|

𝑉𝑡

𝑁
𝑡=1                   (8) 

𝑀𝑆𝐸 =   
1

𝑁
∑ 𝑒𝑡

2𝑁
𝑡=1                            (9) 

Here, 

N is the number of predicted samples 

V is the predicted value 

�̂�𝑡 is the actual value 

e is the error value 

The next section discusses the obtained results. 

 

4. Experimental Results 

Time steps of one hour are used to collect the minded data. The weather station located at the "Solar 

Radiation Lab (SRL), University of Texas" in the USA gathers data. At 1-hour intervals, a total of 

4,230 samples of the aforementioned metrics are at your disposal. The data processing and prediction 

methodologies are explained subsequently using the obtained results.  

 
Fig.3 Raw Time Series Data 
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Fig.4 Statistical Measures of Data 

Figure 3 depicts the raw data while figure 4 depicts the statistical features of the time series data. 

 
Fig.5 Wavelet Decomposition of the data at level 3 using Haar family 
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Fig.6 Histogram Analysis of raw data 

 
Fig.7 Histogram Analysis of Approximations 
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Fig.8 Histogram Analysis of Details 

The data is broken down into precise coefficient values and shown in Figures 6, 7, and 8 for 

statistical analysis and histogram purposes. When comparing the original data or approximate 

coefficient values to the detailed ones, a noticeable difference is visible in the normal and cumulative 

histograms. The histogram of the original data and the approximate coefficient values are very 

similar, as shown in Figures 5, 6, and 7, but the detailed coefficient values differ significantly in size, 

distribution, and polarity. It is evident from this that the detailed coefficient values are far more 

affected by the noise and disturbance in the noise floor than the approximation coefficient values.  

 
Fig.9 Regression of the Proposed Model 

The R (regression) values have been depicted in figure 8 for the training, testing, validation and 

average overall cases. It can be observed that the proposed system attains an average regression of 

0.94852. A high value of regression indicates the closeness in the forecasted and actual values. 
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Fig.10 Forecasting MAPE for Model 

All three datasets utilized in the study have undergone PCA and DWT decomposition. By comparing 

the actual and forecasted share prices, we have arrived at the ultimate outcome. The suggested 

method is correct, as shown by the comparison of the predicted and actual numbers. This study 

employed the system's mean absolute percentage error (MAPE) to calculate the prediction accuracy. 

Predicted and real irradiation values are very comparable, according to the regression analysis. The 

proposed work achieves a MAPE of only 1.37 percent. 

 

Table 1 

Summary of Results 

S. No. Parameter Value 

1. Data  SRL, Texas 

2. Training Regression 0.94853 

3. Testing Regression 0.95013 

4. Validation Regression 0.94699 

5. Overall Regression 0.94852 

6. MAPE 1.37 

7. Accuracy 98.63% 

The summary of results is presented in table 1. 

 

5. Conclusion 

It can be concluded that we must immediately switch from dirty fossil fuels to green, renewable 

energy. The sun's rays are the most plentiful and underappreciated energy source currently in 

existence. 

Switching to solar power would necessitate the construction of massive solar farms, which in turn 

would necessitate substantial investments, making the transition capital demanding. Profitability of 

the projects depends on predicting, from past data, where solar irradiation will be strong in the near 

future.With the goal of attaining high forecasting accuracy, this work introduces a data-driven deep 
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neural network model for solar irradiation forecasting.Predicting sun irradiation from hourly data 

using neural networks is the goal of the proposed approach. Predicting solar irradiation can be 

difficult due to the large fluctuation in the parameters that influence it, as mentioned above.  Since 

solar irradiation varies greatly and can even go to zero at night, it can be challenging for any neural 

network system to track its pattern. More issues arise as a result of this break. Therefore, in order to 

forecast solar irradiation, a two-pronged strategy has been employed, which is incorporates DWT, 

PCA and deep nets. It is found that the proposed work attains an MAPE of just 1.37%. 
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