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Abstract. Wireless Sensor Networks (WSN) are significant and essential platforms for the prospect since they have 

emerged along the concept of the "Internet of Things." They are utilized to oversee, monitor, and administer a diverse array 

of Applications in the realms of business, healthcare, the natural world, and the military. Nevertheless, the accuracy of data 

together through sensor nodes is impacted by anomalies that happen due to many factors, including node failures, reading 

mistakes, unusual procedures, and malicious attacks. Consequently, anomaly detection is a crucial procedure to verify the 

precision of sensor data before its use in decision-making. This study examines the challenges associated with anomaly 

detection in WSN and outlines the necessity for creating a highly efficient and successful anomaly detection model. In this 

segment, we will explore the latest developments in research on data anomalies detecting in Wireless Sensor Networks 

(WSN). We will categorize the existing detection strategies into five foremost groups based on the procedures used to build 

them. The text examines several advanced models for every category, highlighting their limits, along with providing 

recommendations for further research. In addition, the examined options are associated and evaluated based on their 

alignment along the specified criteria. Ultimately, the inherent limits of existing methods are recognized, and further 

avenues for exploration are suggested and taken into account. 
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1 Introduction 

Wireless Sensor Network(WSN) consists of compact, inexpensive, energy-efficient sensors that are widely deployed to 

observe a phenomenon, trace an object, or control a procedure. Wireless Sensor Networks(WSN) are utilized throughout 

several industries, including personal Applications Like as home automation, business Applications including sales 

monitoring, industrial Applications for layout and control, and military Applications for monitoring and tracking enemy 

targets [1–3]. The Internet of Things (IoT) is an innovative concept that is poised to become the upcoming Wireless Sensor 

Network(-WSN). It involves connecting everything in human existence along with sensors that interconnect with each 

other, creating a network that greatly simplifies daily life [4]. The sensor nodes in the Internet of Things (IoT) establish 

dynamic connections along the Internet and utilize its structure to work together and carry out tasks [5].  

WSNs have been addressed in several domains, including networking, embedded systems, procuring of information, 

distributed systems, and procuring of signals. Consequently, other areas of research have arisen, containing routing 

protocols, localization methods, sensor hardware design, query procuring, data mining, information procuring, security, 

and privacy. 

Analysis of sensor data is of utmost significance to decision-makers. As stated through [9], the determination of utilizing 

a Wireless Sensor Network (-WSN) is not just to gather data from the placement region, but also to promptly evaluate this 

data to make important decisions. Data quality is of utmost significance as it directly mirrors the actual state of the WSN 

Application. Regrettably, the unprocessed data together through sensor nodes, specifically in extensive Wireless Sensor 

Network(WSN), is often unreliable and deficient [10]. The inaccurate sensor readings may arise due to problems along the 

device that senses the surrounding sensing conditions. The limitations of sensor device resources, like as storing, energy, 

computing, and bandwidth, might lead to node failures and thus provide abnormal outcomes. Additional environmental 

variables, like as the severity and complexity of the deployment area, may also outcome in imprecise outcomes [11–13]. 

https://www.mdpi.com/search?q=data+anomaly+detection
https://www.mdpi.com/search?q=detection+effectiveness
https://www.mdpi.com/search?q=detection+efficiency
https://www.mdpi.com/search?q=energy+consumption
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In addition, any physical disturbances, like as damage or displacement caused by humans or animals, might interrupt the 

procedure of collecting data and lead to abnormal findings [1]. 

Anomalies refer to data metrics that are incorrect or insufficient as an outcome of the reasons stated above. In reference 

[21], an anomaly is described as an observation that seems to contradict the rest of a dataset. According to reference [22], 

the process of identifying data patterns that depart from the behavior that is predicted is referred to as anomaly detection. 

Several different points of view, including data mining, pattern recognition, and data security, have been considered about 

the issue of anomaly detection. The term "anomaly" is also acknowledged in scholarly works as an outlier, flaw, or 

aberration. 

WSNs are characterized through their anomaly detection system, which possesses the capability to discover anomalies and 

effectively use the network's limited resources [9]. Detection effectiveness is influenced by the precision, speed, and 

frequency of wrong alarms. Detection efficiency is denoted through energy use and memory utilization. Consequently, any 

suggested anomaly detection system must include the progress in detection effectiveness while minimizing energy and 

storing usage throughout the detection procedure. 

 
Fig 1: RODAC 

This review examines the challenge associated along building and improving anomaly detection algorithms in WSN that 

are both efficient and effective. The aforementioned challenges arise because to inherent limitations of sensor nodes, like 

as resource limits that hinder the straightforward application of existing anomaly detection methods on alternative 

platforms. Gaining insight into the challenges facilitates the exploration of prerequisites for devising proficient and 

impactful anomaly detection algorithms that surmount these hindrances. 

The objective of this review is to enhance readers' comprehension of RODAC standards and pinpoint possible 

enhancements to current anomaly detection algorithms that are based on these standards. Moreover, it is objective to 

establish guidelines for creating novel anomaly detection systems which are considered the RODAC criteria, guaranteeing 

both detection efficiency and effectiveness. An evaluation is conducted to compare the present methods of detection from 

every class, assessing their adherence to the RODAC necessities. Additionally, the limits of every model are examined. In 

addition, the study examines the existing limitations of current methodologies to propose potential topics for upcoming 

research. As far as we know, no prior survey has examined the matter of anomaly detection in -WSN utilizing the identical 

set of RODAC criteria. 

 

1.1 Literature Review 

The significance of anomaly detection in ensuring sensor data quality and identifying malicious attempts which is disrupt 

network operation and data integrity has prompted prior research to explore WSN security and anomaly detection 

technologies. This section describes the present studies of anomaly detection in WSN and the modifications that set this 

study apart from others. 

Rajasegarar and his colleagues devised a methodological classification system for anomaly detection models in Wireless 

Sensor Networks (WSN) [27, 28]. Both research classified anomaly detection models as either statistical or non-parametric, 

depending on the techniques employed in constructing the detection model. The non-parametric model was classified as 
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rule-based, CUSUM-based, data-clustering-based, density-based, and support vector machine (SVM)based model. The 

statistical model relies on established or inferred density distributions to categorize data as either usual or unusual. In 

contrast, the non-parametric model does not rely on any assumptions about the characteristics of the data and employs 

many measures to capture the typical patterns in the data, which are then compared to the patterns observed in upcoming 

measurements. 

A different approach to categorizing outlier detection model based on their techniques was suggested in [9]. Along in this 

categorization, the non-parametric model was incorporated as a statistical model, and two more classifications were 

introduced: the nearest neighbor-based model and the spectrum decomposition-based model. The SVM-based model was 

categorized as a classification model along the Bayesian network model. Bayesian network model were categorized into 

three subtypes: naïve Bayesian, belief Bayesian, and dynamic Bayesian model. 

The article [29] presented a detailed classification of the anomaly detection model in Wireless Sensor Network(WSN), 

focusing on three key factors: speed of detection, generality of detection, and achieving a balance among the two. The 

taxonomy categorizes intrusion detection methods into two types depending on network structure: flat-based or 

hierarchical. This taxonomy examines numerous intrusion detection algorithms and focuses on the security elements of the 

anomaly. According to the taxonomy, rule-based models are highly fast and ideal for flat-structured WSNs, but the 

statistical model is fast for the hierarchical system. In terms of generality, data mining or computational intelligence models 

were proposed as the best options for both WSN structure types. Additionally, it was proposed that statistical approaches 

can achieve a good balance of rapidity and generality in both flat and hierarchical WSN systems. 

 

2. Anomaly Detection in Wireless Sensor Networks 
 

Ensuring sensor data quality is critical for creating the appropriate decisions. Cryptographic and key management systems 

are insufficient to assure data integrity since they do not protect sensor nodes against insider assaults, Like as data 

fabrication. As an outcome, the anomaly detection model is intended to identify any aberrant behavior in sensor data 

streams. The subsequent discusses the principles, problems, and needs for anomaly detection in WSN. 

 

2.1 Definitions and Basic Concepts 

Accordingly, anomalies are "patterns in data that do not conform to a well-defined notion of normal behaviors" [22]. 

Another definition in [21] is "an observation that appears to be inconsistent along the reminder of a dataset." Anomalies 

may emerge in data for a variety of reasons, including hostile conduct, like as cyber-attacks, card fraud, system failure, or 

terrorist activities, However, the common thread that runs across all of these explanations is that they are interesting to 

investigate [22]. 

In WSN, anomalies are characterized as large departures from the typical sensing data profile [22]. These anomalies arise 

for a variety of reasons, including inaccuracies in measurements generated through malfunctioning sensor nodes, noise 

introduced through external sources, genuine events induced through changes in the perceived environment, and malicious 

assaults conducted through hacked sensor nodes. As stated in [22], anomaly detection is the challenge of identifying 

patterns in data that do not fit well-established and anticipated behavior. 

 

3. Characteristics of Sensor Data 
Sensing data is acquired in the form of data streams, which might represent massive quantities of genuine observations 

from the environment [43]. Some WSNs are simply intended to capture one sort of data, Like as temperature, light, and 

humidity. This type of data is referred to as univariate. Modern -WSN have the Idea of simultaneously collecting many 

types of data from the area, which is referred to as multivariate data. These networks' nodes are typically outfitted along 

several sensors that collect various sorts of data at a similar time. Every piece of data in multivariate analysis is referred to 

as an attribute or feature. An anomalous sensing data measurement is defined as one or more abnormal properties [44]. 

Along univariate data, anomaly identification is simple: observe that a single data attribute is aberrant in comparison to the 

characteristics of other data instances. However, detecting anomalies in multivariate -WSN is difficult since individual 
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characteristics may not exhibit aberrant behavior, but when combined, they may do [45]. Though multivariate data analysis 

is computationally costly, anomaly detection on multivariate data produces excellent accuracy when the relationships 

among dissimilar variables are adequately explored [46, 47]. Sensor readings have spatial and temporal connections. 

Temporal correlation implies that data taken during the one-time period is connected to readings consolidated during the 

preceding period. Spatial correlations indicate that the readings of nodes that are spatially close together are anticipated to 

be associated [48]. According to [9], the geographical and temporal correlation of sensing data properties aids in identifying 

the cause of the abnormality. 

 

3.1 Anomaly Detection in WSN: 

WSN are susceptible to anomalies because of their complex and dynamic nature. Anomalies are observations that do not 

conform to a well-defined set of typical behaviors. Anomalies in -WSN can arise in  

nodes, networks, transmission channels, and application data as an outcome of systematic, random,  

making network component maintenance unfeasible. These nodes normally work unsupervised for an extended period until 

the battery is drained. 

The dissimilar types of anomalies in -WSN are as subsequent [41]: 

• Node Anomaly 

• Network Anomaly 

• Data Anomaly 

 

Node anomalies occur when there is a failure in a single node. The main factor contributing to this abnormality is a battery 

malfunction, Like a failure or depletion. The occurrence of node failure is a direct outcome of deploying nodes in an 

inhospitable environment. Contrary to irregularities in nodes.  

Network anomalies may occur inside a cluster of nodes. These difficulties mostly pertain to communication. When the link 

among sensor nodes is interrupted, a network abnormality occurs. Network anomalies are caused by many malicious 

attacks, including DoS, sinkholes, black-hole, selected forwarding, and wormhole assaults. 

A point anomaly refers to an individual occurrence within a dataset that stands out as being aberrant compared to the other 

examples. Point anomalies typically denote extreme values, irregularities, or deviations that occur randomly and without 

specific significance. I like to designate it as an outlier. The time series graph below displays isolated point anomalies as 

red points. 

Contextual anomaly refers to a specific incident that may be regarded as abnormal within a certain context. Consequently, 

the act of examining a particular topic from various perspectives does not consistently provide us with evidence of abnormal 

conduct.  The determination of the contextual abnormality is achieved by incorporating both contextual and behavioral 

information. Contextual features commonly rely on the dimensions of time and location, but behavioral features vary 

depending on the specific area under analysis, such as the amount of money spent, average temperature, or other 

quantitative measures employed as features. 

Dataset 
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Fig 2: Hardware setup 

This IOT-based anomaly detection system could be installed in industrial and commercial buildings where temperature 

and humidity, Gas, and sunlight values are Generated form sensors for analysis. This system also gives an alarming beep 

it user when the temperature or humidity level increases by the set values. 

This system is less costly, more efficient, and more precise as compared to other systems. 

Load Data in Thing speak and also analysis the pattern and behaviour of data. 

 

 

 
Fig 3: Flow chart 

  

 

 

Steps: 

1. We initiate procedure 
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2. Create a dataset along ESP32 hardware. It contains chip microcontrollers that include Wi-Fi and dual-mode 

Bluetooth. 

3. Load Data Temperature Humidity, Air Quality and LDR: Temperature Humidity takes into consideration the 

combined impacts of ambient temperature and relative humidity, and it is a valuable and simple technique to 

measure the danger of heat stress. Consider the AQI to be a yardstick along a range of 0-500. A higher Air Quality 

Index (AQI) figure indicates that the air is more polluted and poses a greater danger to human health. LDR is an 

abbreviation for Light Dependent Resistor. LDRs are small  

4. light-sensing devices, commonly known as photo resistors. An LDR is a resistor whose resistance varies in 

proportion to the quantity of light passing through it. The LDR's resistance reduces as the light intensity grows, 

and vice versa. 

5. Pre-processing cleans and transforms data to make it ready for analysis. The Idea of data preparation is to ensure 

that the data is correct, consistent, and ready for analysis. 

6. The procedure separates the data frame based on the number of pieces specified. 

7. Fuzzy c-means clustering is a soft clustering approach in machine learning that assigns probability scores to every 

data point inside a cluster. 

8. Detecting anomalies entails recognizing atypical events, objects, or observations that significantly diverge from 

anticipated behaviors or patterns. Data anomalies can be described along the use of terms like standard deviations, 

outliers, noises, novelties, and exceptions. 

9. End 

 

3.2 Pseudocode of fuzzy 

Begin 

Fix c, 2 < c < n; 

Fix ∈, (e.g., ∈=0.001); 

Fix max Iterations, (e.g., maxIterations=100): 

Choose whatever inner product norm metric you choose, Like as the Euclidean distance. 

Fix m, 1 < m, ∞, (e.g., m = 2); 

Randomly set V_0= v_ (1,) v_ (2,), v_(c,) cluster centers; 

For t=1 to maxIterations do 

            Update the membership matrix U 

             Calculate the membership matrix V^t  

              Calculate the new objective function J_m^t 

If (abs (J_m^t- J_m^(t-1)) < c) then 

    Breakdown; 

Else 

    J_m^(t-1) =J_m^t; 

End if 

End for 

end  

 

3.3 k- Means Clustering 

KM iteratively computes cluster centroids for each distance measure in order to minimize the sum with respect to the 

specified measure. KM algorithm aims at minimizing an objective function known as squared error function given in 

Equation (1) as follows: 

      (1) 

the chosen distance measure which is generally in Euclidean norm:  

‖𝑥𝑖𝑗 − 𝑣𝑖‖2, 1 ≤ 𝑖 ≤ 𝑐, 1 ≤ 𝑗 ≤ 𝑛𝑖.  
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Where 𝑛𝑖 represents the number of data points in ith cluster. For 𝑐 clusters, KM is based on an iterative algorithm minimizing 

the sum of distances from each object to its cluster centroid. The objects are moved between clusters until the sum cannot 

be decreased any more. KM algorithm involves the following steps:  

1) Centroids of 𝑐 clusters are chosen from 𝑿 randomly.  

2) Distances between data points and cluster centroids are calculated.  

3) Each data point is assigned to the cluster whose centroid is closest to it.  

4) Cluster centroids are updated by using the formula in Equation (2):  

5)    (2) 

6) Distances from the updated cluster centroids are recalculated.  

7) If no data point is assigned to a new cluster the run of algorithm is stopped, otherwise the steps from 3 to 5 are 

repeated for probable movements of data points between the clusters. 

 

3.4 K-Medoids Clustering 

K-Medoids clustering, a variation of K-Means, partitions data into K clusters by selecting actual data points (medoids) as 

cluster representatives. This approach offers robustness to outliers and enhances interpretability. 

Let X be the dataset with n data points (xi) in a p-dimensional space. The goal is to find K clusters (1, 2, C1, C2…, CK) and 

K medoids (m1, m2,...,mK) to minimize total dissimilarity within clusters. 

The dissimilarity between data point xi and medoid mj is measured using distance metric d (xi, mj). The dissimilarity within 

cluster Ck and medoid mk is ∑xi∈Ckd (xi, mk). 

Algorithm: 

1. Initialize K medoids. 

2. Assign data points to nearest medoids. 

3. Update medoids by selecting data points with minimum dissimilarity. 

4. Repeat steps 2-3 until convergence. 

Objective Function: 

Minimize total dissimilarity within clusters: 

∑k=1
K∑xi∈Ckd (xi, mk) 

K-Medoids clustering provides a robust and interpretable approach for partitioning data, suitable for various data analysis 

tasks. 

 

4. Implementation 
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Fig 4: Humidity, Temp, Air-quality, LDR value 

 

  

 

 

Fig 5: Hybrid Cluster 
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Fig 6: Anomaly Detection 

 

 

Conclusion  
Efficient and effective anomaly 

detection in sensor readings is 

crucial for assuring the quality of 

obtained sensor data and 

generating good conclusions. 

Unfortunately, most of the 

anomaly detection models that 

have been published in the 

literature either have poor 

detection effectiveness or use too 

much energy. The present 

research examined the challenges 

and necessary necessities 

(RODAC components) for developing an effective and efficient anomaly detection model for -WSN. A complete 

assessment of cutting-edge detection models was proposed, categorizing them based on detection approaches Like as 

statistical, clustering, classification, and nearest-neighbor based. A brief explanation of every model was provided in every 

category, as well as an examination of the category's general constraints. All model from the four categories were compared 

and analyzed to determine their satisfaction along the necessities given in the RODAC components. The research finds that 

none of the present model satisfy the entire set of RODAC components. As an outcome, new model or enhancements to 

existing model are necessary to incorporate all of these criteria. The study continues through discussing the basic limits of 

existing anomaly detection methods and recommending some upcoming research options. 
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