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ABSTRACT:IN THIS PAPER we proposed cross-learning mechanism would generate training 

loops, based on which a mathematical model is established to find the optimal number of training 

loops. Then, for semi-DML, we present an improved data poison detection scheme to provide better 

learning protection with the aid of the central resource. To efficiently utilize the system resources, an 

optimal resource allocation approach is developed. Simulation results show that the proposed scheme 

can significantly improve the accuracy of the final model by up to 20% for support vector machine 

and 60% for logistic regression in the basic-DML scenario. Moreover, in the semi-DML scenario, 

the improved data poison detection scheme with optimal resource allocation can decrease the wasted 

resources for 20-100%. 

INTRODUCTION 

Distributed machine learning (DML) has been widely used in distributed systems , where no single 

node can get the intelligent decision from a massive dataset within an acceptable time. In a typical 

DML system , a central server has a tremendous amount of data at its disposal. It divides the dataset 

into different parts and disseminates them to distributed workers who perform the training tasks and 

return their results to the center. Finally, the center integrates these results and outputs the eventual 

model.Unfortunately, with the number of distributed workers increasing, it is hard to guarantee the 

security of each worker. This lack of security will increase the danger that attackers poison the 

dataset and manipulate the training result. Poisoning attack is a typical way to tamper the training 

data in machine learning. Especially in scenarios that newly generated datasets should be 

periodically sent to the distributed workers for updating the decision model, the attacker will have 

more chances to poison the datasets, leading to a more severe threat in DML.  
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LITERATURE SURVEY 

Dalvi et al. [1] initially demonstrated that attackers could manipulate the data to defeat the data 

miner if they have complete information. 

Lowd et al. [2] claimed that the perfect information assumption is unrealistic, and proved the 

attackers can construct attacks with part of the information. Afterwards, a series of works were 

conducted , focusing on non-distributed machine learning context. Recently, there are a couple of 

efforts devoted in preventing data from being manipulated in DML.  

 Zhang et al. [3] and Esposito et al.  used game theory to design a secure algorithm for distributed 

support vector machine (DSVM) and collaborative deep learning, respectively. However, these 

schemes are designed for specific DML algorithm and cannot be used in general DML situations. 

Since the adversarial attack can mislead various machine learning algorithms, a widely applicable 

DML protection mechanism is urgent to be studied. 

PROPOSEDSYSTEM 

In this paper, we classify DML into basic distributed machine learning (basic-DML) and semi 

distributed machine learning (semi-DML), depending on whether the center shares resources in the 

dataset training tasks. Then, we present data poison detection schemes for basic-DML and semi-

DML respectively. The experimental results validate the effect of our proposed schemes. We 

summary the main contributions of this paper as follows. 

We put forward a data poison detection scheme for basic-DML, based on a so-called cross-learning 

data assignment mechanism. We prove that the cross-learning mechanism would consequently 

generate training loops, and provide a mathematical model to find the optimal number of training 

loops which has the highest security. 
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 • We present a practical method to identify abnormal training results, which can be used to find out 

the poisoned datasets at a reasonable cost. 

 • For semi-DML, we propose an improved data poison detection scheme, which can provide better 

learning protection. To efficiently utilize the system resources, an optimal resource allocation 

scheme is developed. 

IMPLEMENTATION  

 Unfortunately, with the number of distributed workers increasing, it is hard to guarantee the 

security of each worker. This lack of security will increase the danger that attackers poison 

the dataset and manipulate the training result. Poisoning attack is a typical way to tamper the 

training data in machine learning. Especially in scenarios that newly generated datasets 

should be periodically sent to the distributed workers for updating the decision model, the 

attacker will have more chances to poison the datasets, leading to a more severe threat in 

DML. 

 

 “Support Vector Machine” (SVM) is a supervised machine learning algorithm which can be 

used for both classification and regression challenges. However, it is mostly used in 

classification problems. In the SVM algorithm, we plot each data item as a point in n-

dimensional space (where n is number of features you have) with the value of each feature 

being the value of a particular coordinate. Then, we perform classification by finding 

thehyper-plane that differentiates the two classes very well 

 DML into basic distributed machine learning (basic-DML) and semi distributed machine 

learning (semi-DML), depending on whether the center shares resources in the dataset 

training tasks. Then, we present data poison detection schemes for basic-DML and semi-

DML respectively. The experimental results validate the effect of our proposed schemes.  

 

 We classify DML into basic-DML and semi-DML, which are shown in Fig.1, respectively. 

Both of the two scenarios have a center, which contains a database, a computing server, and a 

parameter server. However, the center provides different functions in these two scenarios. In 

the basic-DML scenario, the center has no spare computing resource for sub-dataset training, 

and will send all the sub-datasets to the distributed workers. Therefore, in the basic-DML, the 

center only integrates the training results from distributed workers by the parameter server. 



 

 

Industrial Engineering Journal 

ISSN: 0970-2555   

Volume : 52, Issue 1, No. 1, January 2023 

 

UGC CARE Group-1, Sr. No.-155 (Sciences)                                                                              135 

 SAMPLE SCREENS  

To implement this project we have used heart disease dataset and in below dataset screen we can see 

dataset contains invalid data which called as Data Poision. 

 

 

 

In above screen heart dataset first row contains column names and remaining rows are the column 

values and in below dataset screen we can see odd or invalid value 

 

 

In above screen in selected blue value we can see recorded blood pressure value as 2233 which is 

wrong value and if ML train on such data then it may predict wrong result and it will reduce 

prediction accuracy and to avoid such problem we can apply Data Poison Detection technique. In 

python we can ‘IsolationForest’ class to detect and remove such poison data. 

To run project first double click on ‘run.bat’ file from Worker1 folder to start worker 1 node and to 

get below screen 

 

 

In above screen worker 1 server started and now double click on ‘run.bat’ file from worker2 folder to 

start worker 2 
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In above screen worker2 server started and now double click on ‘run.bat’ file from ‘CenterServer’ 

folder to start distributed server and to get below screen 

 

In above screen click on ‘Upload Dataset’ button to upload dataset and to get below screen 

CONCLUSION 

In this project, we classify DML into basic-DML and semi-DML. In basic-DML, the center server 

dispatches learning tasks to distributed machines and aggregates their learning results. While in 

semi-DML, the center server further devotes resources into dataset learning in addition to its duty in 

basic-DML. We firstly put forward a novel data poison detection scheme for basic-DML, which 

utilizes a cross-learning mechanism to find out the poisoned data. We prove that the proposed cross-

learning mechanism would generate training loops, based on which a mathematical model is 

established to find the optimal number of training loops. Then, for semi-DML, we present an 

improved data poison detection scheme to provide better learning protection with the aid of the 

central resource. To efficiently utilize the system resources, an optimal resource allocation approach 

is developed. Simulation results show that the proposed scheme can significantly improve the 

accuracy of the final model by up to 20% for support vector machine and 60% for logistic regression 

in the basic-DML scenario. Moreover, in the semi-DML scenario, the improved data poison 

detection scheme with optimal resource allocation can decrease the wasted resources for 20-100%. 
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