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Abstract— The operator can configure virtual network instances 
for various services with unique requirements thanks to network 
slicing. Dynamic slicing resource partitioning is required to 
coordinate multi-cell slice resources and reduce inter-cell 
interference in order to achieve slice-aware radio resource 
scheduling. The complicated inter-cell relationships, inter-slice 
resource limits, and service-specific requirements make it difficult 
to extract the analytical solutions. 
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Inter-cell inter-slice resource partitioning 

In this research, we present a multi-agent deep reinforcement 
learning (DRL) method that enhances max-min slice performance 
while preserving resource capacity limitations. To enable distributed 
agents to cooperate and reduce inter-cell interference, we develop 
two coordination techniques. A system-level simulator is used to 
thoroughly evaluate the suggested approach. The numerical 
outcomes demonstrate that, in terms of latency and convergence, the 
suggested technique with inter-agent coordination beats the 
centralised approach. In comparison to the baseline strategy, the 
proposed approach increases resource efficiency by a factor of more 
than two. 

 

I. INTRODUCTION 

Network slicing enables the network operator to create 

isolated virtual networks (aka. slices) based on the common 

network physical infrastructures. The network slices can be 

customized to support diverse use cases and services, e.g., en- 

hanced mobile broadband and ultra reliable low latency com- 

munications, with heterogeneous performance requirements 

such as throughput and latency. To satisfy the performance 

and coverage requirements of slices, the network operator 

aims to partition the radio resources, e.g., physical resource 

blocks (PRBs), in multiple base stations such as gNBs, as 

shown in Fig. 1. The objective is to meet the performance re- 

quirements of distinct slices with minimal inter-cell resource 

usage and thus maximal resource efficiency. 

Existing model-based solutions formulate the resource 

partition problem with mathematical models and solve the 

problem with various optimization techniques, e.g., linear 

programming [1], [2] and convex optimization [3], [4]. For 

example, Addad et. al. [1] formulated the network function 

deployment problem as mixed integer linear programming 

(MILP) under the constraints of resource, latency and band- 

width, and proposed a heuristic algorithm to solve the prob- 

lem. Cavalcante et. al. [5] formulated a max-min fairness 

roblem to control the load-coupled interference in wireless 

networks, and the problem is transformed into a fixed point 
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gNB 1 gNB 2 gNB 3 

Fig. 1: Dynamic slicing inter-cell inter-slice resource partitioning 

problem that can be efficiently solved by existing low com- 

plexity iterative algorithms. These solutions fail to 

achieve the optima in real networks because the 

approximated models cannot fully represent the complex 

networks. 

Recently, the model-based solutions, especially deep 

rein- forcement learning (DRL), show a very promising 

potential on automatically learn to manage radio access 

networks without the need of prior models. For example, 

Liu et. al. 

[6] proposed an adaptive constrained reinforcement 

learning algorithm based on interior-point policy 

optimization (IPO) in the scenario of a single base station. 

Liu et. al. [7] designed a DeepSlicing algorithm to 

allocate the resource to different slices, where each slice is 

associated with a DRL agent and a coordinator is created 

to coordinate the resource capacity in the base station. 

However, these works are designed to address the resource 

allocation problem in single cell scenario. In [8] and [9], the 

authors proposed deep reinforcement learning (DRL) 

solutions with discrete action space for multi-cell scenarios 

but the achievable performance is limited due to the 

discrete resource partitioning actions. The authors in [10] 

and [11] introduced resource management system with 

continuous DRL for complex scenarios, however, none of 

them addressed the inter-cell interdependencies and inter-

slice resource constraints. As the network deployment 

becomes denser, which causes more severe inter-cell inter- 

ference among a large number of cells, there is a need for 

coordinated multi-agent DRL design capable of capturing 

complex inter-cell and inter-slice interactions with low model 

complexity. 

In this paper, we investigate the resource partition problem 

in network slicing under the multi-cell scenario. We aim 

to improve the max-min slice performance while satisfying 

the constraints of resource capacity. To tackle the inter- 

cell interference, we propose a multi-agent DRL approach 

including two coordination schemes, i.e., with or without 

inter-agent coordination. Moreover, we develop two methods 
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to handle the constraints of instantaneous resource capacity 

in each agent. The contributions of this paper are summarized 

as follows: 

• We formulate the dynamic inter-cell slicing resource 

by ak,0(t) ∈ [0, 1]. The local action is then defined as 

ak(t) := [ak,0(t), . . . , ak,N (t)] ∈ Ak. Given the inter-slice 

resource constraints in each cell, the local action space Ak 
and the global action space A yield 

partitioning problem to improve the max-min slice per- 

formance while meeting the constraints of resource 

capacity. 

• We propose a multi-agent DRL approach to solve the 

Ak := 

(

ak.ak,n ∈ [0, 1], ∀n ∈ N ∪ {0}; 
n

Σ

=0 

ak,n = 1

)

 

(1) 

problem with two coordination schemes, i.e., with and 

without inter-agent coordination. We show that inter- 

agent load sharing improves the performance of the 

distributed scheme, while allowing the lower model 

complexity and faster convergence compared to the 

centralized DRL approach. 

• We develop two methods, i.e., reward shaping and 

A :=   a ak ∈ Ak, ∀k ∈ K  . (2) 

Our objective is to satisfy the throughput and delay 

requirements(φ∗n, dn
∗ )  for  every  slice  n and  every  cell 

k  . Thus, given the observed average throughput φk,n(t) 
and average delay dk,n(t) at slot t for each slice n  and cell 

k, we define the reward function as below: 

decoupled softmax embedding, to let the DRL agent 

aware of the resource constraints. 

• We evaluate the proposed solutions with a system-level 

 
r(t) := 

k 

 
min 

∈K,n∈N 

 
min 

φk,n(t) 

φ∗n
 

,  
d∗n , 1 

dk,n(t) 

 

. (3) 

simulator and show that the inter-agent coordination 

scheme outperforms the centralized approach in terms of 

slice performance, while achieving more than two-fold 

increase in resource efficiency compared to the traffic- 

aware baseline. 

This paper is organized as follows. We define the system 

model in Section II and formulate the inter-cell inter-slice 

resource partitioning problem in Section III. In Section IV 

we propose the distributed DRL solutions to the problem 

including two schemes with and without coordination. The 

numerical results are provided in Section V. Finally, we 

conclude this paper in Section VI. 

II. SYSTEM   MODEL 

We consider a network system consisting of a set of cells 

Reward (3) means that if any per-slice throughput or delay 

in any cell does not meet the requirement, we have r(t) < 1. 

Otherwise, if all requirements are met, the reward is upper 

bounded  by  1.  Note  that  the  second  term  d∗n/dk,n(t)   is 

inversely proportional to the actual delay, namely, if the delay 

is longer than required, this term is smaller than 1. 

III. PROBLEM    FORMULATION 

Our problem is to find the policy π :  , which 

decides the inter-cell inter-slice resource partitioning a 
based on the observation of network state s , to maximize 

the expectation of the cumulative discounted reward defined 

in (3) of a trajectory for a finite time horizon T . The problem 

is given by: 
Problem 1: 

:=  1, . . . , K  and  a  set  of  slices   :=   1, . . . , N  . 
Each slice n has pre-defined throughput requirement φ∗n  and 

delay requirement d∗n. The system runs on discrete time slots 

 
max Eπ 
π 

 
T 

 
 

t=0 

γtr
  

s(t), a(t)
  
#

 s.t. a ∈ A, (4) 

t       N0. To adapt to the time varying network traffic and 

satisfy the slice-aware service requirements in terms of both 

throughput and delay, the network operation and maintenance 

(O&M) adjusts the inter-slice resource partitioning for all 

cells periodically. The optimized slicing resource partitions 

are provided to the radio access network (RAN) scheduler in 

each cell, and used by the scheduler as the slicing resource 

budget for the further physical resource block (PRB) alloca- 

tion at a finer time-granularity (as shown in Fig. 1). 

Considering the temporal and inter-cell interdependencies, 

we model the multi-cell system as a Markov Decision Process 

(MDP) defined by the tuple ( ,  , P ( ), r( ), γ), where P  : 
[0, 1] indicates the transition dynamics by a 

conditional distribution over the state space and the action 

space    , r : R denotes the reward function, and 

γ [0, 1] is the discount factor. 

The  state  at   time   slot   t,   denoted   by   s(t)   := 

[s1(t), . . . , sK(t)] , is an observation of the entire system, 

where sk(t) k is the local state observed from cell k. The 

action at slot t, denoted by a(t) := [a1(t), . . . , aK(t)] , 

includes the resource partitioning to each slice and each cell  

ak,n(t)         [0, 1],  for  k , n . We further 

introduce a “headroom” (or reserved bandwidth) to the al- 

located resource for two reasons: 1) improve the resource 

efficiency, and 2) to convert the inequality action constraints 

to the equality ones. Let the headroom in cell k be denoted 
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A where     is defined by (1) and (2). 

The challenge of solving the above-defined problem are 

two-fold. Firstly, the reward function (3) depends on high- 

dimensional global state and action spaces and involves 

complex inter-agent dependencies. For example, increasing 

resource partition in one slice n and cell k improves its own 

service performance, however, it decreases the available re- 

source allocated to other slices in the same cell and 

increases the interference received in the neighboring cells, 

which may further result in a general service degradation. 

The second challenge is caused by the intra-cell inter-slice 

resource con- straints (1). Although various methods are 

proposed to solve the constrained MDP problems, e.g., by 

using Lagrangian method [12] or Projection-based Safety 

layer [13], there still exists the problem of oscillations and 

overshooting caused by constraint-violating behavior during 

agent training. 

IV. PROPOSED    APPROACHES 

In this section, we first present the distributed multi-agent 

DRL approach in terms of two different schemes to solve 

Problem 1: distributed scheme without coordination, and 

distributed scheme with inter-agent coordination. Then, we 

briefly introduce the actor-critic method to solve the DRL 

problem. Last but not least, we propose two methods to deal 

with the inter-slice resource constraints. 
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∇θ ≈ ∇θ | |s=s ,a=π(s |θ )

 
 

A. Proposed Distributed Schemes RZ(m)  
→ RZ(c)  

: m
 

›→ ck, such that Z(c)    Z(m), where 

1) Distributed Multi-Agent Scheme without Coordination: 

The distributed approach allows each agent to learn a possibly 

different model and make its own decision on the local 

action, based on local or partial observation. In contrast to the 

conventional centralized approach, the distributed approach 

may not achieve the performance as good as the centralized 

one due to the limited observation. However, it may converge 

much faster and be more sample efficient by using a less 

complex model based on local states and actions. 

We first consider the distributed approach without coordi- 
nation, i.e., each agent k only observes its local state sk. 

In particular, we include the following measurements and 

performance metrics into the state sk for each cell k ∈ K: 

Z(m) and Z(c) stand for the corresponding dimension. We can 

then  use  r̃k(sk, ck, ak)  to  approximate  rk,  by  capturing  the 

hidden information in the global state, while remaining low 

model complexity. Pioneer works such as [14] proposed to 

learn the extraction of the communication messages by jointly 

optimizing the communication action with the reinforcement 

learning model. However, for practical systems, the jointly 

training of multiple interacting models can easily result in 

unstable convergence problems. To provide a robust and 

efficient practical solution, we want to leverage the expert 

knowledge to extract the information. Knowing that the inter-

agent dependencies are mainly caused by the load- coupling 

inter-cell interference, we propose to let each agent 
k communicate with its neighboring agent the slice-specific 

• Average per-slice user throughput {φk,n : n ∈ N }; load information l  k,n , ∀n ∈ N . Then, based on the exchanged 
• Per-slice load {lk,n : n ∈ N }; 

• Per-slice number of active users {uk,n : n ∈ N }. 

Thus, with the above defined three slice-specific features, the 

local state sk has a dimension of 3N . 
Each agent k computes a local reward rk, and makes 

load information, we simply compute the average per-slice 

neighboring load as the extracted information ck(t). Namely, 

we define a deterministic function 

gk :RN|Kk | → RN : [li,n : n ∈ N , i ∈ Kk] ›→ ck(t) 

decision on the local action ak k [0, 1]N+1. The local 

reward based on the local observations is computed by 

 
with ck(t) := 

   1  
|K | li,n(t) : n ∈ N 

# 

. (7) 

       k i∈Kk 
 

k 
n∈N φ∗n

 

 

dk,n(t) local policies πk : Sk × RN
 → Ak with distributed DRL 

Each agent trains an independent model without commu- 

nicating to others. Note that rk depends not only on the local 

state-action pair, but also on the states and actions of other 

agents, and we have r(a(t), s(t)) =  mink∈K rk(a(t), s(t)). 
Thus, the distributed scheme approximates rk(s, a) with 

agents k ∈ K: 

πk
∗  =  arg max Eπk 

πk;ak∈Ak 

 

 
T 

 
 

t=0 

 
 
γtr̃k sk(t), ck(t), ak(t)

  
#

 

 
, ∀k ∈ K. 

(8) 

r̃k(sk, ak), decomposes Problem 1 with K  independent sub- 
problems, and finds the following local policies πk : Sk → 

Ak, ∀k ∈ K: 

B. Actor-Critic Method 

We consider to solve the DRL problems with actor-critic 

approaches [15], because of its effectiveness when dealing 

 

πk
∗  =  arg max Eπk 

π ;a ∈A 

"
ΣT

  
γtr̃k sk(t), ak(t)

  
#

 , ∀k ∈ K. (6) 

with high dimensional and continuous state and action spaces. 

Such approaches solve the optimization problem by using 

critic function Q(s , a |θQ) (in this subsection, we denote 

The disadvantage of (6) is that, because rk(a(t), s(t)) 
are strongly coupled to the joint actions and states of all 

neighboring agents, the approximation r̃k  sk(t), ak(t)   based 

on the local observations can be erroneous, which may result 

in poor learning performance. 

2) Distributed Multi-Agent Scheme with Inter-Agent Co- 

ordination: In recent years, a promising direction of dis- 

tributed learning with inter-agent coordination has attracted 

much attention [14]. Allowing the agents to communicate for 

acquiring a better estimate of the global state improves the 

performance of the distributed method, while remaining the 

low complexity of the learning model. 

To help the distributed agents better estimate rk(a(t), s(t)) 
and capture the inter-agent dependencies, we propose to let 

the agents communicate and exchange additional information. 

  

s(t) and a(t) by st and at respectively for brevity) to approx- 

imate the value function, i.e., Q(st, at θQ) Qπ(st, at), and 

actor π(st θπ) to update the policy π at every DRL step in 

the direction suggested by critic. 

In this work, we use Twin Delayed Deep Deterministic 

policy gradient algorithm (TD3) [16] as off-policy DRL 

algorithm built on top of the actor-critic methods. As the ex- 

tension of Deep Deterministic Policy Gradient (DDPG) [17], 

TD3 overcomes the DDPG’s problem of overestimating Q- 

values by introducing twin critic networks for both networks 

Qθ1 , Qθ2   and target networks Qθ' , Qθ' . The actor is updated 

by policy gradient based on the expected cumulative reward 

J with respect to the actor parameter θπ, as: 

π J E π Q(s, a θQ) π 

= E 
 
∇aQ(s, a|θQ)|s=s ,a=π(s )∇θπ π(st|θπ)

   
. 

neighboring agents, denoted by k. Then, each agent k holds 
the following information: local state and action pair (sk, ak) 

and received messages mk := [mi : i ∈ Kk].                

to a set of its k Let  each  agent k  sends  a  message  m 

, 1 . (5) Therefore, the proposed scheme is to find the following 

k t=0 

(9) 

One option is to directly use all received messages mk 

k 
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t t t 

k k 
(m) (c) 

The critic parameter θQ is updated with temporal difference 
learning, given by: L

 
θQ

  
= E 

h 
g  − Q(s , a |θQ)

 2
i 
, 

along with (sk, ak) to estimate rk(s, a) with r̃k(sk, mk, ak). 
However, if the dimension of the exchanged message is high, 

this increases the complexity of the local model. 

An alternative is to extract from the received messages 

m    ∈  RZ useful information c    ∈ RZ       with g  : 

where gt = rt + γQ  st+1, π (st+1|θπ) |θQ  . 

C. Methods to Deal with Resource Constrains 

We compare two solutions to address the inter-slice re- 

source constraints in (1): the first is to reshape the reward 

(10) 
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with hk,n(t) :=  1 − ak,n(t) , 
. 

n=0 

softmax 

 

𝑎2,0 
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𝑎2,2 

 
𝑎2, 

 

Fig. 2: Actor’s output layer with decoupled softmax activation 

function with additional term to penalize the violation of 

the resource constraints, and the second is to reconstruct the 

network architecture with additional regularization layer. 

1) Reshaping the Reward Function: We add a penalty term 
to the original reward function (3) to penalize the actions 

    

Fig. 3: Environment setup for experiments 
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ΣN 

ak,n = 1, ∀k ∈ K. At time  
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slot t, the penalty is defined by the allocated resource ratio 

exceeding the maximum quota. The modified reward function 

with penalty term is defined as: 
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Fig. 4: Traffic mask to imitate the time varying network traffic 

k∈K,n∈N 

. 

φ∗n
 

Σ 

 
 

dk,n(t) 

. 

k,n 

simulator, we can only apply one latency requirement but 

different throughput requirements). All cells in the network 

  
where β is the weight factor for leveraging the desired reward 

and the constraint-based penalty. 

2) Embedding the Decoupled Softmax Layer into Actor: 

In this method, we introduce a decoupled regularization layer 

into the output layer of the actor network, such that this layer 

becomes part of the end-to-end back propagation training of 

the neural network. Since the softmax function realizes for 

each ak the following projection 

to the defined two slices respectively, both with the maximum 
group size of 32, and both move uniformly randomly within 

the playground. To imitate the time-varying traffic pattern, 

we also apply a time-dependent traffic mask τn(t) [0, 1] 
for each slice n = 1, 2 to scale the total number of UEs in 

the scenario, as shown in Fig. 4. 

1) Schemes and Baselines to Compare: We compare the 

proposed distributed DRL schemes in Section IV with the 

conventional centralized DRL approach and a traffic-aware 

σ : RN+1 → 
(

ak ∈ RN+1.ak,n ≥ 0, n

Σ

=0 ak,n = 1

) 

, 

baseline approach. The schemes to evaluate and compare are 

summarized as follows. 

the decoupled softmax layer well addresses the intra-cell • Cen-Pen: centralized DRL approach with penalized re- 

inter-slice resource constraints 
ΣN 

ak,n = 1, ∀k ∈ K as 
ward as described in Section IV-C1. We assume that 

 

The benefit of applying the decoupled softmax layer versus 

the reshaping of reward function is that, because the softmax 

regularization is part of the end-to-end back propagation, the 

agent training is usually more stable and converges faster. 

V. PERFORMANCE    EVALUATION 

In this section, we evaluate the performance of the pro- 

posed distributed schemes for inter-cell slicing resource par- 

titioning introduced in Section IV-A with a system-level 

simulator [18], which mimics real-life network scenarios with 

customized network slicing traffic, user mobility, and network 

topology. A small urban area of three sites is selected, as 

demonstrates in Fig. 3. At each three-sector site, three cells 

are deployed using LTE radio technology with 2.6 GHz. 

Thus, we have in total K = 9 cells. We use the realistic 

radio propagation model Winner+ [19]. The system is built 

up with N = 2 network slices: Slice 1 supporting video traffic 

and Slice 2 supporting HTTP traffic. We define slice-specific 

expected bit rates φ1
∗  = 5 MBit/s and φ∗2 = 3 MBit/s respec- 

tively and the same network latency requirements dn = 1 
ms, n = 1, 2 (due to the current scheduler limitation of the 

a single agent has full observation of the global state 

have the same fixed bandwidth B = 20 MHz. 

We define two groups of user equipments (UEs) associated (11) 
n=1 

 
 
 

 
Actor 

Network 

𝒂෥𝐾 

𝒂෥2 

𝒂෥𝟏 

Slice1 

Slice2 

softmax 

softmax 

…
…

 …
 

T
ra

ff
ic

 M
as

k
 

N 

shown in Fig. 2. 
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∈ S 

∈ A 

s   , computes the global reward r based on (3), and 

makes the decision of the slicing resource partitioning 

for all agents a      . The dimensions of the centralized 

and distributed DRL models used in the simulation are 

compared in Table I. 

• Cen-Soft: same centralized DRL approach as Cen-Pen 

but with embedded softmax layer as introduced in Sec- 

tion IV-C2. 

• Dist: distributed multi-agent DRL scheme as 

introduced in Section IV-A1 with embedded softmax 

layer. 

• Dist-Comm: coordinated distributed multi-agent DRL 

scheme with inter-cell communication introduced in 

Section IV-A2 and embedded softmax layer. 

• Baseline: a traffic-aware baseline that dynamically 

adapts to current per-slice traffic amount. In each cell, 

the resource are split proportionally to the number of 

active UEs per slice. 

2) Hyperparameters used for Learning: As for DRL 

train- ing, we use multi-layer perception (MLP) architecture 

for actor-critic networks. In Cen-Soft and Cen-Pen 

schemes, the models of actor-critic networks are both built 

up with 3 
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− 

n∈N φk,n(t)/(ak,nB). 

TABLE I: Comparison of Dimensions of DRL Models Used in Simulation 
 

 Centralized Distributed without Coordination Distributed with Coordination 

State Global state s ∈ R54 Local state sk ∈ R6 Local state with extracted message [sk, ck] ∈ R8 

Action Global action a ∈ [0, 1]27 Local action ak ∈ [0, 1]3 Local action ak ∈ [0, 1]3 
Reward Global reward r in (3) Local reward rk in (5) Local reward rk in (5) 
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Fig. 5: Comparison of reward among schemes 
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Fig. 7: Adaptive action to traffic mask after training 
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Fig. 6: Comparison of resource efficiency among schemes 

hidden layers, with the number of neurons (96, 64, 48) and 
(120, 64, 32), respectively. While for distributed schemes, 
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0.0 

both actor-critic networks only have two hidden layers as 

(48, 24) and (64, 24). In all schemes, the learning rate of 

actor and critic are 0.0005 and 0.001 respectively with Adam 

optimizer and training batch size of 32. We choose a small 

DRL discount factor γ = 0.1, since the current action has a 

strong impact on the instantaneous reward while much less 

impact on the future. For training setups, we applied 2500 
steps for exploration, 10000 steps for DRL learning and final 

2500 steps for evaluation. 

3) Performance Comparison: Fig. 5 demonstrates the 

comparison of reward defined in (3) during the training 

process among the schemes Cen-Soft, Dist, Dist-Comm 

and Baseline defined in Section V-1, while Fig. 6 com- 

pares minimum resource efficiency among slices. The re- 

source Σefficiency  ηk   for  cell  k   ∈  K  is  given  by  ηk   = 

Average Throughput / Throughput Requirement 

Fig. 8: Comparing slice throughput from different approaches 

Fig. 7 shows the predicted action, i.e., per-slice resource 

partitioning, and the predefined traffic mask of scheme Cen- 

Soft in cell k = 9. It verifies that the DRL approach predicts 

actions that well adapt to network traffic dynamically with 

respect to different slice-specific throughput requirements. 

The above-illustrated results show the algorithms’ per- 

formance in terms of our objectives, i.e, maximizing the 

minimum service quality among all slices and cells. In the fol- 

lowing, let us take a deeper look into the general performance 

in terms of the service quality distributions. Fig. 8 illustrates 

the empirical complementary cumulative distribution function 

(CDF) (or called survival function) that equals 1   FX (x) 

where FX (x) denotes the CDF. We observe that our proposed 

 
As shown in Fig. 5 and 6, all DRL approaches learn 

to achieve similar service performance to Baseline, while 

proving more than two-fold increase in resource efficiency 

by introducing the headroom in action choices. Note that 

Baseline dynamically captures time-varying traffic pattern 

and offers all resource to the UEs, it provides sufficiently 

good service performance while suffering from low resource 

efficiency. 

Another observation is that, the proposed Dist-Comm 

scheme slightly outperforms Cen-Soft within the same train- 

ing time period. The centralized approach converges slower 

and often experiences extremely poor performance during 

training, because it has much higher action and state dimen- 

sions and requires longer training to converge to a good solu- 

tion. In comparison between Dist and Dist-Comm schemes, it 

is obvious that inter-agent coordination helps Dist-Comm 

outperform Dist in terms of both service performance and 

resource efficiency. 

Dist-Comm achieves best balance between the two slices, 
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with both slices achieving > 88% of the satisfaction ratio 

with the expected throughput, while Baseline and Cen-Soft 

provide only 82% and 84% for Slice 1 respectively. Fig. 9 

illustrates the CDF of the slice delay. And similar 

observation can be made, that the proposed Dist-Comm 

provides fairly balanced service quality to the two slices. 

A summarized comparison of the average performance 

metrics among all approaches in the testing phase are 

listed in Table II. We can see that Dist-Comm provides the 

best performance in terms of the desired reward, resource 

effi- ciency, and the throughput and delay requirements. 

Moreover, it encourages a more balanced service quality 

between the two slices. 

Last but not least, Fig. 10 illustrates the comparison 

between the solutions to resource constraints. The 

embedded softmax layer demonstrates a better performance 

than the reward shaping. It is also worth mentioning that the 

results shown in Fig. 10 was obtained with a different 

smaller 
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TABLE II: Compare of Average Performance Metrics among Different Approaches 
 

 Dist Dist-Comm Cen-Soft Baseline 

RL Reward 0.697 0.775 0.756 0.771 
Resource Efficiency 0.367 0.374 0.362 0.183 
Per-Slice Throughput / Requirement (0.940, 0.969) (0.975, 0.972) (0.950, 0.972) (0.942, 0.985) 
Per-Slice Delay (ms) (1.14, 1.06) (1.04, 1.11) (1.15, 1.07) (1.15, 1.03) 
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proposed two methods, i.e., reward shaping and decoupled 

softmax embedding, to allow the DRL agents aware of the 

inter-slice resource constraints. We evaluated the proposed 

solutions extensively with a system-level simulator and show 

that the coordinated distributed scheme provides better slice- 

aware service performance than the centralized approach with 

the same limited training time, while achieving more than 

two-fold increase in resource efficiency compared to the 

traffic-aware baseline. 
Fig. 9: Comparing slice delay from different approaches 
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Fig. 10: Comparing solutions to DRL with resource constraints 

environment consisting of 6 cells, with first 1000 timestamps 

for exploration, 6000 for training and final 1000 for testing, 

while with 9 cells we have difficulties to obtain converging 

results using reward shaping. Thus, a hypothesis is that the 

shaped reward function is more complex, and easily causes 

oscillating and unstable training experience. 

4) Key Takeaways: In the following we summarize the 

takeaways from our numerical analysis: 

• Both centralized and distributed DRL-based approaches 

demonstrate good learning capability for adapting to 

slice-aware traffic and providing good service quality. 

Moreover, due to the introduction of the headroom, 

they provide more than two-fold increase in resource 

efficiency compared to the traffic-aware baseline. 

• The distributed coordinated scheme achieves better per- 

formance than the centralized approach when both are 

trained with same limited time period. Introducing inter- 

agent coordination and letting the multiple agents share 

load information help improve the performance of the 

distributed scheme, while remaining lower model com- 

plexity and faster convergence compared to the central- 

ized approach. A further benefit is that it achieves a more 

balanced service quality among different slices. 

• When dealing with inter-slice resource constraints, em- 

bedding decoupled softmax layer outperforms reward 

shaping in terms of faster convergence and preventing 

deep oscillating during training. 

VI. CONCLUSION 

In this paper, we formulated the dynamic inter-cell slicing 

resource partitioning problem to meet the slice-aware service 

requirements and improve the resource efficiency by jointly 

optimizing the inter-cell inter-slice resource partitioning and 

resource headroom. We proposed a distributed multi-agent 

DRL solution to solve the problem and compare two different 

schemes with and without inter-agent coordination. We also 
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