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utilization and processing time required by 

it are more 
ABSTRACT: 

As technology scaling is reaching its 

limits,new approaches have been proposed 

for computational efficiency. Approximate 

computing is a promising technique for 

high performance and low power circuits as 

used in error-tolerant applications. 

Approximate arithmetic designs have 

attracted significant research interest 

among approximate circuits. In this paper, 

we have designed approximate redundant 

binary multiplier. In the existing method 

two approximate Booth encoders and two 

RB 4:2 compressors based on RB (full and 

half) adders are proposed for the RB 

multipliers. The approximate design of the 

RB-Normal Binary (NB) converter in the 

RB multiplier is also studied by considering 

the error characteristics of both the 

approximate Booth encoders and the RB 

compressors. The existing approximate RB 

multipliers are compared with previous 

approximate Booth multipliers. In the 

proposed method to reduce the circuit 

complexity and area we have used a new 

approximate redundant binary compressor 

used in approximate redundant binary 

multiplier. New Approximate RB 

multipliers are better than approximate NB 

Booth multipliers especially when the word 

size is large. 

 

Index Terms— approximate computing, 

redundant binary (RB) multiplier, 

modified Booth encoder, RB compressor, 

RB-NB converter, partial product array, 

low power. 

 

INTRODUCTION 

Multiplication is one of the basic functions 

in all digital circuits. It is widely used in 

digital signal processing (DSP) 

applications. Hardware resourcesthan addition and 

subtraction. There are two different kinds of 

multiplication algorithms known as, serial 

multiplication algorithms and parallel multiplication 

algorithm. Serial multiplication schemes are widely 

used in sequential circuits, it contain feedback loop. 

Parallel multiplication algorithms often used in 

combinational circuits, it does not contain feedback 

structures. This paper presents various multiplier 

architectures. Multiplier architectures generally 

classified into two categories, one is “tree” 

multipliers and another one is “array” multipliers. 

Treemultipliers add as many partial products in 

parallel as possible and therefore, are very high 

performance architectures. 

Approximation of operands: Multiplication 

using approximate operands was first 

proposed by Mitchell with the concept of a 

logarithmic multiplier (LM). LM performs 

multiplication using only shifting and 

addition by converting the operands to 

approximate logarithmic numbers. 

Although the complexity of LM is 

significantly reduced compared with a 

conventional multiplier, it results in large 

errors. Recent designs of LMs aim to 

improve accuracy using fine piecewise 

linear approximation or iterative 

techniques. The use of approximate 

operands is further developed by an error- 

tolerant multiplier (ETM) and a dynamic 

range unbiased multiplier DRUM). 

Logarithmic Multiplier performs 

multiplication using only shifting and 

addition by converting the operands to 

approximate logarithmic numbers. Recent 

designs of LMs aim to improve accuracy 

using fine piecewise linear approximation 

or iterative techniques. The use of 

approximate operands is further developed 

by an error-tolerant multiplier (ETM) and a 
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Approximation of PP tree: An inexact array 

multiplier has been proposed by ignoring some 

of the least significant columns of the PPs as a 

constant. A truncated multiplier has been 

proposed with a correction constant that is 

selected according to both the reduction and 

the rounding errors. However, this truncated 

multiplier has a large error if the PPs in the 

least significant columns are all ones or all 

zeros. Therefore, a truncated multiplier with 

variable correction has been proposed. 

Recently some error compensation strategies 

have been proposed to further improve the 

accuracy of fixed-width Booth multipliers. 

The error is compensated with the outputs of 

Booth encoders. The error compensation 

circuit proposed mainly uses a simplified 

sorting network. 

 

Approximation of compressors: An inexact 4:2 

counter has been used to design an 

approximate 44 Wallace multiplier that is 

further used to build larger size multipliers. 

Approximate 4:2 compressors have been 

proposed and used in a Dadda tree of 88 array 

multipliers. An 88 multiplier using 

approximate adders that ignore the carry 

propagation between PPs, has been proposed. 

Four multipliers are designed based on the 

approximate 4:2 compressors. Improved 

approximate 4:2 compressors have been 

proposed. 

 

Case studies with R4ARBM applied to FIR 

filtering and high dynamic range (HDR) 

image processing are also provided. This 

paper has been extended significantly from its 

previous conference version [37]. The main 

differences are summarized as follows: 

_ A new approximate Booth encoder with six 
errors in the K-map is proposed; 

_ A new approximate RB 4:2 compressor at a 
smaller complexity is proposed; 

_ For small approximate factors, rather than 

achieving a regular PP array by ignoring the 

correction term, an exact regular PP array is 

designed by combining the correction termsinto 

the PPs using logic optimization for more 

accurate results; 

_ New approximate RB-NB converters 

are proposed; 

_ Case studies are provided with 

applications to FIR filters, k-mean 

clustering and HDR image processing. 

 

LITERATURE REVIEW 

[1] J. Han and M. Orshansky et.al 

approximate computing has recently 

emerged as a promising approach to 

energy-efficient design of digital 

systems. Approximate computing relies 

on the ability of many systems and 

applications to tolerate some loss of 

quality or optimality in the computed 

result. By relaxing the need for fully 

precise or completely deterministic 

operations, approximate computing 

techniques allow substantially 

improved energy efficiency. This paper 

reviews recent progress in the area, 

including design of approximate 

arithmetic blocks, pertinent error and 

quality measures, and algorithm- level 

techniques for approximate computing. 

 

[2] S. Venkataramani, S. Chakra 

Dhār et.al Diminishing benefits from 

technology scaling have pushed 

designers to look for new sources of 

computing efficiency. Multicores and 

heterogeneous accelerator- based 

architectures are a by-product of this 

quest to obtain improvements in the 

performance of computing platforms at 

similar or lower power budgets. In light 

of the need for new innovations to 

sustain these improvements, we discuss 

approximate computing, a field that has 

attracted considerable interest over the 

last decade. While the core principles 

of approximate computing — 

computing efficiency by producing 

results that are good enough or of 

sufficient quality — are not new and 
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are shared by many fields from 

algorithm design to networks and 

distributed systems, recent efforts 

have seen a percolation of these 

principles to all layers of the 

computing stack, including circuits, 

architecture, and software. 

Approximate computing techniques have also 

evolved from ad hoc and application specific 

to more broadly applicable, supported by 

systematic design methodologies. 

 

[4] H. R. Mahdiani, A. Ahmadi et.al The 

conventional digital hardware 

computational blocks with different structures 

are designed to compute the precise results of 

the assigned calculations. The main 

contribution of our proposed Bio- inspired 

Imprecise Computational blocks (BICs) is that 

they are designed to provide an applicable 

estimation of the result instead of its precise 

value at a lower cost. These novel structures 

are more efficient in terms of area, speed, and 

power consumption with respect to their 

precise rivals. Complete descriptions of 

sample BIC adder and multiplier structures as 

well as their error behaviors and synthesis 

results are introduced in this paper. It is then 

shown that these BIC structures can be 

exploited to efficiently implement a three- 

layer face recognition neural network and the 

hardware de-fuzzification block of a fuzzy 

processor. 

 

[5] X. Cui,W. Liu et.al Due to its high 

modularity and carry-free addition, a 

redundant binary (RB) representation can be 

used when designing high performance 

multipliers. The conventional RB multiplier 

requires an additional RB partial product 

(RBPP) row, because an error- correcting 

word (ECW) is generated by both the radix-4 

Modified Booth encoding (MBE) and the RB 

encoding. This incurs in an additional RBPP 

accumulation stage for the MBE multiplier. In 

this paper, a new RB modified partial product 

generator (RBMPPG) is proposed; it removes 

the extra ECW and hence, it saves one RBPP 

accumulation stage. Therefore, the proposed 

RBMPPG generates fewer partial product rows 

than a conventional RB MBE multiplier. 

Simulation results show that the proposed 

RBMPPG based designs significantly improve 

the area and power 

consumption when the word length of 

each operand in the multiplier is at least 

32 bits; these reductions over previous 

NB multiplier designs incur in a modest 

delay increase (approximately 5%). 

 

EXISTING METHOD 

Four approximate RB multipliers are 

designed in this section based on two 

approximate Booth encoders, two 

approximate RB 4:2 compressors, and 

an approximate RB-NB converter. Both 

exact and approximate regular PP 

arrays are used to meet the trade-off 

between accuracy and complexity. 

The Approximate Booth Encoders: 

Two approximate Booth encoders are 

designed based on the conventional 

modified Booth encoding method and 

the new modified Booth encoding 

method, respectively. 

 

Radix-4 Approximate MBE: 

The K-map of the radix-4 approximate 

modified Booth encoder (R4AMBE6), 

i.e., appij61, with 6 errors in the K-map 

is shown in Table 4, where 0 denotes an 

entry in which a ’1’ is replaced by a ’0’ 

and 1 denotes a ’0’ entry that has been 

replaced by a ’1’. Therefore, three 

modifications change a ’1’ to a ’0’ and 

three modifications change a ’0’ to a ’1’ 

in the K-map. The output of R4AMBE6 

is given as follows 
 

 

Compared with the exact MBE, 

R4AMBE6 can significantly reduce 

both the complexity and the critical 

path delay of Booth encoding. The gate 

level structure of R4AMBE6 is shown 

in Fig. 5. The conventional design of 

MBE (Fig. 2) consists of four XNOR-2 

gates, one XOR- 2 gate, one OR-3 gate, 

one OR-2 gate and one NAND-2 gate. 

The R4AMBE6 design only requires 
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one XOR-2 gate, one AND-2 gate 

and one OR-2 gate. 
 

 

Figure 1: The gate-level circuit of the 

proposed R4AMBE6. 

 

Radix-4 Approximate NMBE: 

In this approximate design, there are more 

entries changed from ’0’ to ’1’ than those 

changed from ’1’ to ’0’. Therefore, the 

approximate results produced by 

R4ANMB6 will be usually larger than its 

exact counterpart. 
 

 

Figure 2: The gate-level circuit of the 

proposed R4ANMBE6. 

 

Approximate RB 4:2 Compressors: 

An efficient designs must ensure that the 

error between the approximate RB 

compressor and its exact counterpart 

remains as small as possible. Therefore, the 

following four types of compression results 

are equivalent: (0, 0) = (0, 0), (0, 1) = (1, 0), 

(1, 0) = (0, 1) and (1, 1) = (1, 1). 

Approximate RB 4:2 Compressor 1: 

Sk+ can be simplified by ignoring the 

asymmetric part of the exact RB 

compressor (ERBC) in Eq. (14). The first 

approximate RB compressor (ARBC-1) is 

given by the following expressions: 

 

 
The gate level circuit of the approximate 

RB compressor is given in Fig. 7. 

Theapproximate Sk1+ has only 3 gates, while 

the exact Sk1+ requires 12 gates. 
 

 
 

 

Figure 3: The gate level circuit of ARBC- 

1. 

 

Approximate RB 4:2 Compressor 2: 

Sk- and Sk+ can be further simplified as an 

approximate RB compressor. The second 

approximate RB 4:2 compressor (ARBC-2) 

is given by: 
 

 
 

 

 
Also ARBC-2 generates results that are 

larger than its exact counterpart. The gate 

level design of the approximate RB 

compressor is given in Fig. 8. ARBC-2 

further reduces the gate count of Sk2 from7 

to 5. Therefore, ARBC-2 reduces the gate 

count from 19 to 6, which is significantly 

simpler than ERBC. 
 

 
 
 

Figure 4: The gate level circuit of ARBC-2 
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PROPOSED METHOD 

The Approximate Booth Encoders: 

The K-map for the radix-4 approximate 

modified Booth encoder [1], here 0(circled) 

denotes the modification on which 1 is 

made 0 and 1 denotes that a circled 0 is 

replaced by 1.So that here 6 of the values 

are modifies to make the Booth encoder 

simple with making it approximate. The 

truth table is symmetrical is the main 

principle which brought the approximate 

design. So now the 0 to 1 and 1 to 0 

replacements, 3 of each gives the output. 

 

Radix-4 Approximate MBE: 

The K-map of the radix-4 approximate 

modified Booth encoder (R4AMBE6), i.e., 

appij61, with 6 errors in the K-map is 

shown in Table 4, where 0 denotes an entry 

in which a ’1’ is replaced by a ’0’ and 1 

denotes a ’0’ entry that has been replaced 

by a ’1’. Therefore, three modifications 

change a ’1’ to a ’0’ and three modifications 

change a ’0’ to a ’1’ in the K-map. The 

output of R4AMBE6 is given as follows 
 

Compared with the exact MBE, R4AMBE6 

can significantly reduce both the 

complexity and the critical path delay of 

Booth encoding. The gate level structure of 

R4AMBE6 is shown in Fig. 5. The 

conventional design of MBE (Fig. 2) 

consists of four XNOR-2 gates, one XOR- 

2 gate, one OR-3 gate, one OR-2 gate and 

one NAND-2 gate. The R4AMBE6 design 

only requires one XOR-2 gate, one AND-2 

gate and one OR-2 gate. 

 

Figure 5: The gate-level circuit of the 

proposed R4AMBE6. 

 
Radix-4 Approximate NMBE: 

In this approximate design, there are more 

entries changed from ’0’ to ’1’ than those 

changed from ’1’ to ’0’. Therefore, the 

approximate results produced by 

R4ANMB6 will be usually larger than its 

exact counterpart. 
 

 

Figure 6: The gate-level circuit of the 

proposed R4ANMBE6. 

 

New Proposed approximate redundant 

binary encoder: 

In the proposed method a new approximate 

redundant binary multiplier is designed. As 

we are having several stages in existing 

method here too we have some stages like 

Approximation of operands, 

Approximation of PP generation, 

Approximation of PP tree, Approximation 

of compressors. At the first stage 

approximate redundant modified booth 

encoders are used to generate the partial 

products, in the second stage we have used 

the new approximate 4:2 compressors 

instead of approximate redundant binary 

4:2 compressors. It consumes with less area 

because compared to existing compressors 

this compressors gate count is low. And in 

the last stage approximate RB-NB 

converter which is a simple NOR gate is 

used to convert from RB to NB, which 

accumulates the product. 
 

 

Figure 7: New approximate 4:2 

compressors 
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Approximate RB-NB Converter: 

As the approximate Booth encoders and 

approximate RB compressors generate 

results that are generally larger than the 

exact results, the biased approximate results 

can be compensated using ARNC with 

smaller values. The principle of 

compensation is to use an approximate 

adder that produces results that are smaller 

than its exact results. Therefore, the 

complexity of the RB-NB converter can be 

reduced, while the overall accuracy of the 

approximate RB multipliers is also 

increased. The truth table of a possible 

approximate RB-NB converter is given by 

Table 6, a simple NOR is gate used in the 

approximate RB-NB digit converter as 

follows: 
 

 

 
The approximate RB multipliers using 

ARNC can reduce the error of an entire 

multiplier. 

 

Results 

Simulation results 
 

 

Figure 8: simulation wave forms of 

redundant binary multiplier 

The above fig clearly explains about 

experimental outcomes of multiplier binary 

compressor. In this RB-4:2 compressor 

based booth encoder. Here all partial 

products and regular products are helps the 

approximation of RB multiplier design. 

Base paper: 
 

Figure 9: simulation results of RB 

booth multiplier 

The above figure 9 clearly explains about 

experimental outcomes of RB Booth 

encoder design. This results suggest that it 

is useful for error-resilient applications. 

Extension Results: 
 

Figure 10: New approximate redundant 

binary compressor 

Figure 10 clearly explains about a modern 

redundant approximate design, here all 

waveforms are clearly identified and 

getting improved results. 

Table 1: performance analysis 

 Area Delay power 

ARB 
multiplier 

40 5.947ns 0.321 

Extension 29 5.900ns 0.321 
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The above table 1 clearly explains about, 

area, Delay and power analysis of proposed 

and existed models. Here Area 29%, delay 

5.9 ns and power 32 mw can be attained. 

These outcome are more improved, and 

outperforms the methodology. 

 

CONCLUSION 

The proposed approximate booth encoders 

on conventional exact booth encoders 

(R4AMBE6) and new exact booth encoders 

(R4ANMBE6) have moderate error and 

energy consumption; also they achieve a 

very good tradeoff between area and 

performance. The proposed new 

approximate RB 4:2 compressors reduce 

the energy consumption and area by over 

compared with approximate RB 4:2 

compressors. 

 

The proposed approximate redundant 

binary multipliers are efficient for error- 

tolerant applications with high accuracy. 
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