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ABSTRACT: 
Brain tumor detection and classification using deep learning have shown significant advancements in 
recent years. However, traditional machine learning models require centralized data storage, raising 
concerns about privacy and security. Federated Learning (FL) offers a decentralized approach, 
allowing multiple institutions to train a shared model without exchanging raw data. This paper provides 
a comprehensive review of federated learning techniques applied to brain tumor detection, discussing 
their advantages, challenges, and future research directions. The paper also presents a proposed system 
architecture with performance evaluation metrics. Additionally, we discuss the impact of FL on 
healthcare applications, the efficiency of federated architectures, and the trade-offs between model 
accuracy and data privacy in the medical domain. This review incorporates recent studies on 
distributed federated learning, privacy-preserving techniques, and transfer learning for enhanced 
classification accuracy. 
Keywords: Federated Learning (FL), Brain Tumor Detection, Deep Learning, Image Classification, 
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INTRODUCTION: 
Brain tumors are among the most critical medical conditions, necessitating early and accurate detection 
for effective treatment (Jiang et al., 2022) [1]. Traditional deep learning methods for brain tumor 
detection heavily rely on large, labeled datasets to train convolutional neural networks (CNNs) (Menze 
et al., 2015) [4]. However, these models require centralized data storage, raising concerns about 
privacy and security (Sheller et al., 2020) [2]. 
Early automated tumor classification models used handcrafted feature extraction combined with 
machine learning classifiers such as support vector machines (SVM) and random forests (Brisimi et 
al., 2018) [9]. More recent deep learning-based methods have leveraged CNN architectures such as 
VGG16, ResNet, and EfficientNet to improve tumor classification and segmentation accuracy (Zhou 
et al., 2024) [11]. Furthermore, the integration of transfer learning has enhanced the adaptability of 
pre-trained models to brain tumor datasets, reducing training time and improving generalization (Khan 
et al., 2024) [13]. 
Despite these advances, centralized models remain limited by data privacy constraints, regulatory 
concerns, and institutional reluctance to share patient information (Yahiaoui et al., 2024) [10]. 
Federated Learning (FL) provides a promising alternative by enabling collaborative model training 
across multiple institutions without exposing raw patient data (McMahan et al., 2017) [3]. This 
approach ensures privacy compliance while maintaining model accuracy. FL has also been combined 
with homomorphic encryption and secure multi-party computation techniques to further enhance data 
security (Albalawi et al., 2024) [12]. 
This paper explores the applications of FL in brain tumor detection using medical imaging, analyzing 
its benefits, challenges, and opportunities. Additionally, we review recent studies on distributed 
federated learning, privacy-preserving techniques, and hybrid models integrating FL with transfer 
learning to improve classification accuracy and computational efficiency. 
 
BACKGROUND: 
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How Brain Tumor Detection Works Using Machine Learning: 
Brain tumor detection using machine learning involves several key steps that enhance accuracy and 
efficiency. Traditional methods relied on manual segmentation and classification by radiologists, but 
machine learning has automated this process using advanced algorithms and large medical imaging 
datasets (Menze et al., 2015) [4]. 
Data Collection and Preprocessing: 
Machine learning models are trained using medical images, primarily MRI scans, which provide 
detailed views of the brain. These images are preprocessed by removing noise, enhancing contrast, and 
normalizing pixel intensities (Rieke et al., 2020) [5]. Deep learning frameworks like convolutional 
neural networks (CNNs) can extract important features from these images and differentiate between 
tumor and non-tumor regions (Zhou et al., 2024) [11]. 
Feature Extraction and Model Training: 
Once preprocessed, the images undergo feature extraction, where machine learning models analyze 
shape, texture, and intensity to identify potential tumor regions. Models such as ResNet, VGG16, and 
EfficientNet have demonstrated high accuracy in classifying brain tumors (Khan et al., 2024) [13]. To 
improve performance, researchers integrate transfer learning, which utilizes pre-trained models that 
have learned features from extensive datasets and apply them to brain tumor detection (Albalawi et 
al., 2024) [12]. 
Classification and Segmentation: 
Tumor classification models categorize brain tumors into benign or malignant, while segmentation 
models outline the tumor region in the MRI scans. U-Net and Mask R-CNN architectures are 
commonly used for segmentation tasks, providing precise tumor boundaries (Yahiaoui et al., 2024) 
[10]. Federated learning allows these models to be trained across multiple hospitals without sharing 
raw data, ensuring privacy compliance while maintaining high classification accuracy (McMahan et 
al., 2017) [3]. 
 
MODEL EVALUATION AND DEPLOYMENT 
Once trained, models are evaluated using metrics such as accuracy, precision, recall, and F1-score. 
Advanced models integrate federated learning with privacy-preserving techniques like homomorphic 
encryption and differential privacy to ensure secure collaboration between medical institutions (Kaissis 
et al., 2021) [7]. The final deployed models assist radiologists by providing real-time tumor detection 
insights, reducing diagnostic errors and improving patient outcomes. 
By leveraging federated learning, brain tumor detection models can continuously improve while 
adhering to strict medical data privacy regulations. This decentralized approach fosters collaboration 
among healthcare institutions without compromising patient data security (Li et al., 2020) [8]. 
Brain Tumor Detection in Medical Imaging: 
Medical imaging techniques such as MRI and CT scans are commonly used for brain tumor detection 
(Menze et al., 2015) [4]. These imaging techniques help in the accurate identification and classification 
of tumors based on size, shape, and location. Recent advancements in deep learning have enabled 
automated classification and segmentation of tumors with high accuracy, reducing the dependency on 
manual diagnosis. However, these models require extensive datasets for training, which are often 
restricted due to privacy concerns (Rieke et al., 2020) [5]. FL addresses these concerns by enabling 
collaborative training while maintaining data confidentiality. Studies have demonstrated the 
effectiveness of FL when combined with efficient model architectures such as EfficientNet-B0 and 3D 
U-Net (Zhou et al., 2024) [11]. 
Federated Learning: Concept and Applications: 
Federated Learning is a decentralized machine learning approach where models are trained locally on 
edge devices or servers without sharing sensitive data (Konečný et al., 2016) [6]. The key idea behind 
FL is to keep data localized while exchanging only model updates. Google introduced FL to address 



 

Industrial Engineering Journal 

ISSN: 0970-2555   

Volume : 54, Issue 2, No.2, February : 2025 
 [ 

UGC CARE Group-1                                                                                                                         81 

privacy concerns in applications such as predictive text input. FL has been widely adopted in 
healthcare, where patient data confidentiality is crucial (Kaissis et al., 2021) [7]. Unlike traditional 
centralized models, FL distributes computation across multiple institutions, reducing risks related to 
data leakage and unauthorized access. Privacy-preserving techniques such as differential privacy have 
further strengthened FL applications in medical imaging (Albalawi et al., 2024) [12]. 
Federated Learning for Medical Image Classification: 
Medical institutions can collaborate using FL to improve brain tumor classification models without 
violating data privacy regulations such as GDPR and HIPAA (Li et al., 2020) [8]. FL-based models 
aggregate locally trained parameters to develop a global model, reducing the risk of data breaches 
(Brisimi et al., 2018) [9]. This decentralized approach ensures better model generalization by 
incorporating data variations from multiple institutions, leading to improved performance on unseen 
datasets. The integration of FL with transfer learning has also been shown to improve classification 
accuracy (Khan et al., 2024) [13]. 
 
LITERATURE REVIEW: 
Brain tumor detection using machine learning has been an active research area, with several 
advancements made in classification and segmentation techniques. Traditional methods relied on 
handcrafted feature extraction using support vector machines (SVM) and random forests (Brisimi et 
al., 2018) [9]. However, deep learning models such as CNNs have revolutionized tumor classification, 
improving detection accuracy significantly (Menze et al., 2015) [4]. 
Evolution of Brain Tumor Detection Using AI: 
Early research focused on CNN-based approaches for automated tumor classification, with 
architectures like VGG16 and ResNet showing high accuracy in binary classification (benign vs. 
malignant) (Zhou et al., 2024) [11]. However, CNNs required large, centralized datasets, raising 
privacy concerns and limiting widespread adoption in multi-institutional settings (Sheller et al., 2020) 
[2]. To address these issues, federated learning (FL) emerged as a decentralized solution, allowing 
hospitals to collaboratively train models without sharing raw patient data (McMahan et al., 2017) [3]. 
Federated Learning in Brain Tumor Detection: 
Federated learning has been widely studied in the medical imaging domain, with studies demonstrating 
its effectiveness in privacy-preserving training (Yahiaoui et al., 2024) [10]. FL enables multiple 
institutions to train a global model while keeping data locally stored, reducing security risks (Li et al., 
2020) [8]. Recent work has integrated FL with transfer learning, leveraging pre-trained models like 
EfficientNet to improve tumor classification in low-resource settings (Albalawi et al., 2024) [12]. 
Secure and Efficient Federated Learning Approaches: 
To enhance security, researchers have incorporated homomorphic encryption and differential privacy 
in FL models, ensuring encrypted data transmission between participating institutions (Kaissis et al., 
2021) [7]. Studies have also explored lightweight FL architectures, optimizing computational 
resources for real-time tumor detection (Lyu et al., 2020) [18]. Blockchain integration in FL has further 
strengthened model security, creating immutable logs of model updates (Nguyen et al., 2021) [20]. 
Hybrid Models and Future Directions: 
Hybrid models combining FL with reinforcement learning have been introduced to dynamically adapt 
to different hospital datasets, improving overall classification accuracy (Khan et al., 2024) [13]. 
Additionally, adversarial training techniques have been employed to make FL models more robust 
against potential cyber threats (Nasr et al., 2019) [17]. With the increasing adoption of FL in healthcare, 
future research should focus on optimizing communication efficiency and reducing model aggregation 
overhead. 
This section presents a comprehensive review of existing studies on federated learning for medical 
imaging and brain tumor classification. Federated learning has been explored through multiple 
techniques, including CNN-based FL [1], secure aggregation [2], homomorphic encryption [5], and 
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federated GANs [10], which aim to balance model performance with patient data privacy. Studies have 
demonstrated that federated learning can outperform centralized models in privacy-sensitive 
environments, especially when integrated with differential privacy [12] and homomorphic encryption 
[5]. Additionally, research on FL with transfer learning [13] has shown that pre-trained models can 
significantly improve accuracy in medical imaging tasks. 
Recent research has also explored hybrid models that combine federated learning with reinforcement 
learning to improve classification accuracy. For instance, some models incorporate an attention 
mechanism to enhance feature extraction from MRI scans [14]. Other studies propose the use of 
adversarial training in federated setups to increase robustness against potential security threats [15]. 
Another growing trend is the integration of blockchain with federated learning to ensure model updates 
are securely transmitted between participating institutions [16]. This technique provides an immutable 
record of contributions, fostering trust among collaborators. Additionally, model personalization in FL 
has gained attention, where federated models are fine-tuned for specific patient demographics to 
further improve diagnosis precision [17]. 
The development of lightweight federated architectures has also been a recent focus, as researchers 
aim to reduce computational overhead by optimizing model aggregation techniques [18]. By using 
techniques such as knowledge distillation, FL models can retain high performance while minimizing 
communication costs among nodes. 
The key contributions from recent research papers are summarized in Table 1. 
 

Reference Approach Dataset Used Accuracy Key Findings 

Jiang et al. (2022) 
[1] 

CNN-based FL BraTS 2021 92.5% 
Improved privacy-preserving 
model 

Sheller et al. 
(2020) [2] 

Federated GAN Private dataset 89.2% 
Synthetic data generation 
improves FL training 

Zhou et al. (2024) 
[11] 

EfficientNet-B0 with 
FedAvg 

BraTS MRI 94.3% 
Optimized FL with better 
accuracy 

Yahiaoui et al. 
(2024) [10] 

Privacy-Preserving 
FL 

BraTS 2020 89.8% 
Improved segmentation and 
privacy protection 

Khan et al. (2024) 
[13] 

Transfer Learning 
with FL 

Multiple 
Datasets 

98.0% 
Transfer learning enhances FL 
models 

Table 1: Summary of Related Works 
PROPOSED SYSTEM: 
The proposed system focuses on improving brain tumor detection by integrating machine learning and 
federated learning (FL) to enhance the accuracy and privacy of medical image classification. Instead 
of relying on traditional centralized learning models, which require data to be transferred to a single 
server, our system will leverage federated learning to train models across multiple institutions while 
keeping patient data locally stored. 
The proposed system architecture for Federated Learning in Brain Tumor Detection follows a 
structured four-stage approach to ensure secure, decentralized, and privacy-preserving machine 
learning. The key components and workflow of the system are described below: 
1. Local Model Training (Hospital Nodes): 

 Hospitals/Medical Institutions (e.g., Hospital 1, Hospital 2, Hospital n) function as local nodes 
where brain tumor detection models are trained individually on their respective patient MRI 
datasets. 
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 Each hospital has its own database storing patient MRI images, and the TumorFed Node locally 
processes and trains the model using deep learning techniques (e.g., CNNs, U-Net, 
EfficientNet). 

 This ensures data privacy, as raw patient data never leaves the hospital premises. 
2. Uploading the Locally Trained Model: 

 Once local models are trained at each hospital, they generate model weight updates (not raw 
data). 

 These encrypted model updates are securely transmitted from each hospital’s TumorFed Node 
to the Global TumorFed Aggregator. 

 Techniques such as differential privacy and homomorphic encryption are used to ensure 
security during model update transmission. 

3. Global Aggregation at the TumorFed Aggregator: 
 The Global TumorFed Aggregator is a central server responsible for aggregating updates from 

all participating hospitals. 
 The server does not have access to raw MRI images but instead combines model updates from 

multiple hospitals to train a global model. 
 This process enhances the overall model accuracy by learning from diverse datasets across 

different hospitals. 
 The aggregated global model benefits from contributions made by each institution while 

maintaining strict data privacy and compliance with regulations like HIPAA and GDPR. 
4. Global Model Deployment to Local Nodes: 

 Once the global model has been updated and trained using the collective knowledge of multiple 
hospital nodes, it is distributed back to each participating hospital. 

 Each hospital node downloads the improved global model and further fine-tunes it based on its 
local dataset. 

 This ensures continuous learning and enhancement without ever sharing sensitive patient data. 
 Hospitals can now use this updated model for more accurate brain tumor detection and 

classification. 
5. Key Advantages of the Proposed Architecture: 

 Privacy-Preserving: Patient data remains within the hospital, reducing privacy risks. 
 Decentralized Learning: Each institution contributes to the model without sharing raw data. 
 Improved Accuracy: Combining knowledge from multiple hospitals enhances model 

performance. 
 Regulatory Compliance: Supports GDPR, HIPAA, and other privacy frameworks. 
 Secure Communication: Model updates are encrypted to prevent unauthorized access. 

This Federated Learning-based Brain Tumor Detection Model ensures efficient, secure, and 
collaborative AI-driven diagnosis while addressing privacy concerns in medical imaging. 
Brain Tumor Detection Using Machine Learning 

1. Data Collection and Preprocessing: MRI scans from multiple hospitals and medical institutions 
are preprocessed by removing noise, enhancing contrast, and normalizing pixel values. 

2. Feature Extraction and Model Training: Deep learning architectures such as ResNet, VGG16, 
and EfficientNet are used to extract meaningful features from MRI images. 

3. Tumor Classification and Segmentation: CNNs classify tumors as benign or malignant, while 
models like U-Net and Mask R-CNN perform precise segmentation of the tumor region. 

4. Model Evaluation and Optimization: Performance metrics such as accuracy, precision, recall, 
and F1-score are used to assess the effectiveness of the trained models. 

Federated Learning for Enhanced Model Performance: 
1. Decentralized Training: Hospitals train their own local models using MRI data without sharing 

raw patient data. 
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2. Model Aggregation: A central FL server aggregates model updates from participating 
institutions and refines a global model without accessing individual data. 

3. Privacy-Preserving Techniques: Secure computation techniques like homomorphic encryption 
and differential privacy are used to ensure data confidentiality. 

4. Personalized FL Models: The global model is fine-tuned for each hospital’s specific dataset, 
improving accuracy for diverse patient demographics. 

 

 
Figure 1:  Proposed System Architecture of FL 

 
CONCLUSION: 
Federated Learning (FL) has emerged as a transformative approach in brain tumor detection by 
enabling collaborative model training while preserving data privacy. This review has highlighted 
various FL methodologies, including privacy preserving techniques, secure aggregation, and transfer 
learn ing, which enhance model accuracy without compromising sensitive medical data. The 
integration of FL with medical imaging has demonstrated significant potential in improving tumor 
classification accuracy, reducing the dependency on centralized datasets, and mitigating security 
concerns. Despite its advantages, FL still faces challenges such as communica tion latency, data 
heterogeneity, and computational overhead. Addressing these challenges will be crucial for its 
widespread adoption in clinical settings. 
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