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Abstract:  Page Rank algorithm is the core concept used in  Google Search Engine . It is a widely known 

algorithm which helps in giving rank to the web pages and hence, it determines the order in which they 

are to be displayed during a search .It was developed in 1998.Almost all web search tools still use the 

Page Rank algorithm as their foundation. In this paper, we will get an overview of application of linear 

algebra and graphs in Google's Page Rank algorithm.  
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I. INTRODUCTION : 

Eigen values and Eigen vectors is a well known concept in Linear Algebra associated with linear 

Transformations and hence matrices. Following is the definition : 

Eigen Value: A be an order n matrix . A real or a complex number λ is an Eigen value of A if there 

exists an 𝑛 × 1 matrix  X ≠ 0 satisfying,  AX= λ X. [1] 

 

II. APPLICATION OF LINEAR ALGEBRA: 

Let us see how eigen values and eigen vectors concept is used in page rank algorithm to get the order of  

preference of web pages.  

We can use graph to represent the linking of web pages and further define 

“Hyperlink Matrix” , H =(Hij) to describe the linking as follows, 

Suppose, a page i has pi outlinks.  Let   𝐻𝑖𝑗 = 1/𝑝𝑖 , if page i has link to page 𝑗 ≠ 𝑖,    

                                                                       = 0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.  
H has dominant eigen value λ = 1and we find eigen vector X corresponding to it. 

The page corresponding to largest entry i.e, pagerank in X will get the preference in the search. 

 

.To compute the Eigen vector, different iterative methods can be used. One of these method is Power 

Method: 

In this , we start  by picking a vector J 0  and then define a sequence of vectors J k by,   

                              J k = H. J k+1  

The method is based on the following principle: 

“ The sequence J k will converge to the Eigen vector J.”  [2] 

The above method has some restrictions if  

(i) there is a dangling node. 

(ii) a group of pages forming a sink. 

Hence the matrix H may require some modifications. It is achieved as follows 
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(i) For a dangling node  
The ith row of H, however, has only zero entries if page i has no outlinks.. It is called as a dangling 

node. Due to this nodes, pagerank of some or all pages may become 0. 

In order to fill these type of rows we modify H to S by defining,  

𝑺 = 𝑯 + 𝒆𝒖𝑻 , 
   where e = (ei) is a column matrix of order 𝑛 × 1 and  ei = 1 ,if page i has no outlinks 

                                                                                             = 0 otherwise;  

and u =(ui) is a column matrix with ui ≥ 0 and ||u||1= 1 .  

 

Choose u = 1/n B, where B =  1    , i.e, all entries are 1 in B and n is the number of nodes in the graph. 

[2]     1 

      1 

       . 

       . 

      1    𝑛 × 1 

Above definition of matrix S ensures it does not have a zero column in it and hence iterative methods 

will give eigen vector with positive entries. 

(Such a matrix S is stochastic matrix.) 

 

(ii) A group of pages forming a sink. 
Sometimes we can also come across a group of pages which may form a sink (ex3 in result)and due to 

this sink the iterative method to find eigen vector may not converge. 

And due to this sink other pages may not get page ranks even if they may be having link. 

                  

Thus, if there is a sink present then S is a block matrix given by, 

S =  
∗ 0
∗ ∗

     which is a reducible matrix and as in above example PageRanks of some pages can  

 

 

be zero inspite of each of them having links. [2] 

To overcome this, S is modified to an irreducible matrix G as follows, 

 G is defined as, 

For example, consider  
 

 

H =      0   0   ,  using power method we get J0 =  1   ,  J1 =  0  which fails to be an eigen vector 

            1   0            0    0 
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                          G = 𝝁S + (1 − 𝝁)uBT ,           0 ≤ 𝜇 < 1, ui ≥ 0,      ||u||1 = 1 

G is called “Google matrix.” 

A damping factor 𝜇 of 0.85 is used.  

The iterative methods used to get eigen vector converge faster for 𝜇 = 0.85. 

 G is  stochastic and irreducible having a clear dominating eigenvalue that is 1.  

 If the eigenvalues of S are,    1 and λ2, λ3,….., λn  where |λj| ≤ 1  for j = 2 to n,  then the eigenvalues of G 

are  1 and 𝜇λ2, 𝜇λ3,….., 𝜇λn .  

Thus,  PageRank vector is achieved iteratively from G using power method. [3] 

 

III. RESULT: 

“Hyperlink matrix” gives following eigen vector: 

 

Dangling node give following result: 

 

 

 

 

 

 

 

 

For example, consider ex1. where the webpage linkage is represented using Matlab.  

 

   

Power method fails to give an eigen vector. 

 
                  NaN 
  Eigen vector =  NaN 
                  NaN 
                  NaN 
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Sink gives following eigen vector: 

 

 

 

 

 

 

 

 

 

 

 

 

“Google Matrix” gives following eigen vector: 

[4] 

 

III. CONCLUSION: 

In this paper, we have seen a review of how the concept of eigen values of Linear Algebra has an 

application in the Page Rank algorithm. It uses power method which is an iterative method to calculate 

the eigen vector. The hyperlink matrix H is corrected to a  stochastic matrix S because of dangling nodes 

and then to Google matrix G which is irreducible and row stochastic. It uses the value of damping factor 

𝜇 = 0.85. The PageRank vector is prone to changes in the damping factor 𝜇. 
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Using matlab we get following page rank for corresponding link of pages.  

 

Page 1 will get preference than other pages.  
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