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Abstract 

This research delves into the realm of emotion recognition, transcending conventional boundaries by 

harnessing the power of electroencephalogram (EEG) signals. The brain's symphony, conducted by 

the central nervous system, finds expression in real-time through EEG data, marking a paradigm shift 

in our ability to objectively perceive and comprehend human emotions. In this paper we are using EEG 

based emotional recognition and here for hum emotion detection there is pre-processing, feature 

extraction and selection and last in the classification we are using RNN technique. Unlike traditional 

methods, the study leverages the brain's own inspiration, mirroring its intricate neural architecture 

through the application of RNNs—a key departure from the norm in EEG signal processing. 

As the tendrils of EEG-based emotion recognition extend into the realm of brain-computer interfaces 

(BCIs), the fusion of neuroscience and AI becomes palpable. Drawing inspiration from the cerebral 

cortex, RNNs emulate the brain's functionality, breathing life into the algorithms that power emotion 

classification systems. The advent of deep learning, an offshoot of neural networks, further elevates 

the accuracy and efficiency of emotion classification within BCIs. The research culminates in an 

experimental exploration, where the proposed RNN-based approach is put to the test using the EEG 

Brain Wave Dataset: Feeling Emotions. The results paint a compelling picture, showcasing an average 

accuracy of 94%. In essence, this paper contributes to the evolving symphony of human emotions and 

AI by presenting a unique perspective on EEG-based emotion recognition, where the melody of 

neuroscience and deep learning harmoniously converge, opening new avenues for the symbiotic 

relationship between humans and intelligent machines. 

 

Keywords: emotion recognition, brain-computer interface, electroencephalogram(EEG), deep 

learning, recurrent neural network(RNN). 

 

Introduction  

Emotions, being complex psychological states intertwined with physiological functions and behavior, 

pose a scientific puzzle that demands innovative solutions for accurate recognition and detection. This 

paper ventures into the heart of emotion classification, presenting a nuanced exploration of two distinct 

paradigms: discrete fundamental emotions and dimensional approaches. While the former 

encapsulates six fundamental emotions—Sadness, Joy, Surprise, Anger, Disgust, and Fear—the latter 

unfolds a dynamic landscape with two and three-dimensional representations, delving into the 

intricacies of valence, arousal, and dominance. The traditional 2D emotion model, with its valence and 

arousal dimensions, paints a polarized canvas of emotion polarity and intensity. However, it faces 

challenges in capturing the subtleties of certain fundamental emotions, such as fear and rage. In 

response, we introduce a three-dimensional spatial representation, encapsulating pleasure, activation, 

and dominance. Among these dimensions, arousal signifies the degree of excitement, valence 

encapsulates the positivity or negativity of an emotional state, and the dominance scale spans from 

submissive to dominating—a spectrum of empowerment. This innovative approach, surpassing the 

conventional discrete fundamental emotion description, forms the bedrock for emotion recognition, 

where valence, arousal, dominance, and emotion recognition intertwine seamlessly. Referred to 
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interchangeably, sentiment analysis employs cutting-edge computer techniques to unravel an 

individual's opinions and attitudes towards specific issues or in the present moment. This research, 

thus, charts a unique course in the realm of affective computing, redefining our understanding of 

human-computer emotional dynamics through a dynamic dimensional emotion representation 

framework. 

 
                                         Figure 1:  Two-dimensional model for valence–arousal     

 

 
Figure 2:  PAD 3D emotional model 

In the intricate dance of human expression, various mediums such as body language, voice, writing, 

facial expressions, and the eloquent signals emanating from the heart and brain collectively paint a 

vivid canvas of an individual's emotional state. Emotions, integral to the human experience, orchestrate 

a complex interplay of internal and external processes, shaping our daily lives. This paper embarks on 

a unique exploration, placing the spotlight on the central role of electroencephalogram (EEG) 

processing in deciphering and understanding emotions. 

 

Electroencephalogram (EEG) 

In the exploration of EEG signals, a nuanced dichotomy arises, unveiling the dual nature of both 

spontaneous and induced modes. Spontaneous EEG, rooted in the physiological activity of brain cells 

within the cerebral cortex, mirrors the intrinsic rhythm of the cerebral landscape. In contrast, induced 

EEG expression harnesses the human capacity to generate electrical signals, orchestrating a symphony 

of brain activity in response to external stimuli.This research pioneers the use of both invasive and 

non-invasive EEG signals, with a focus on the latter in the realm of brain-computer interface research. 

The allure of non-invasive EEG lies in its safety and portability, overcoming the considerable risks 

associated with invasive acquisition methods. Delving into non-invasive EEG signal acquisition, this 

study introduces the dynamic interplay between Dry and Wet electrodes. 

Dry electrodes, poised against the scalp without conductive media, capture EEG signals directly but 

grapple with faintness due to cuticle resistance. In contrast, Wet electrodes offer enhanced stability 
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and efficacy, proving cost-effective and easy to wear. The choice between the two becomes a pivotal 

decision in the quest for effective brain activity pattern capture and evaluation.The unique frequency 

range of EEG signals, spanning 0.5–100 Hz, becomes a canvas for cognitive processes, with emphasis 

on the 0.5–30 Hz low-frequency range. Researchers carve this spectrum into distinct frequency sub-

bands – Delta, Theta, Alpha, Beta, and Gamma waves – each intricately linked to diverse cognitive 

functions. The research navigates through the landscape of brain activity states, highlighting the strong 

correlation between EEG signals and specific frequency ranges, ultimately giving rise to the 

phenomenon termed "Brain Waves."  

 
Figure 3:  Electroencephalography (EEG) 

The core of this research report lies in unraveling the enigma of emotion recognition through the lens 

of EEG signals. It delves into the intricacies of EEG pre-processing, feature extraction, and the nuanced 

classification of emotions. Here brain waves are delta, theta, alpha, beta, gamma frequencies which is 

helpful in capturing the brain activity. Each wave frequency unfolds a chapter in the story of emotion. 

The delta waves, resonating at 0.4–0.6 Hz, lead humans into realms of deep relaxation and restorative 

sleep, nestled within the temporal and parietal lobes. Theta waves, with frequencies of 4-8 Hz, guide 

individuals into hypnotic or trance states, revealing the peak of the brain's Theta wave function. Alpha 

waves, spanning 8–14 Hz and emanating from the posterior parietal and occipital lobes, narrate the 

tale of a peaceful, awake state with closed eyelids, marked by a rhythmic shuttle pattern of wave 

amplitude. Beta waves, prevalent at 14–30 Hz, dominate the waking mind, influencing both sides of 

the brain with high-frequency resonance. Above 30 Hz, Gamma waves weave a narrative of sensory 

integration, essential for processing new information and fundamental to learning, memory, and 

cognitive processing. 

 

Applications of emotion recognition 

There are some applications of emotion recognition they are following here: 

Video gaming: The video gaming system uses computational vision to recognize and adjust player 

emotions based on their facial expressions while playing. 

Medical diagnosis: By using voice analysis, software can assist medical professionals in the diagnosis 

of conditions like dementia and depression.  

Education: The program modifies the assignment to make it less or more complex when the child 

expresses irritation that it is too easy or too hard. Children with autism can identify other people's 

emotions with the use of another learning method. 

Employee safety: There is a growing need for employee safety solutions, according to customer 

questions received by Gartner. First responders and other workers with extremely demanding 

occupations can benefit from the use of Emotion AI to analyze their stress and anxiety levels. 

Patient care: In addition to reminding elderly patients enrolled in long-term care programs to take 
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their medications, a "nurse bot" also speaks with them daily to check on their general health. 

Car safety: Vehicle manufacturers can track a driver's emotional condition with computer vision 

technology. A motorist may get alerted if they experience intense emotions or just feel sleepy. 

Autonomous car: Many sensors, such as cameras and microphones, will be installed inside 

autonomous vehicles in the future to record events and gather user perceptions of the driving 

experience.  

Fraud detection: When a customer files a claim, insurance firms utilize voice analysis to determine 

if they are speaking the truth. Up to 30% of consumers have acknowledged lying to their auto insurance 

provider to obtain coverage, according to independent polls. 

Recruiting: During employment interviews, software is utilized to assess a candidate's believability. 

Call center intelligent routing: An irate client can be identified right away and directed to a skilled 

representative who can also track and modify the interaction in real-time. 

Connected home: When someone interacts with a VPA-enabled speaker, it may sense their mood and 

adjust its response accordingly. 

Public service: There are now alliances between suppliers of surveillance cameras and emotional AI 

technology. By detecting people's facial expressions, cameras are installed in public areas across the 

United Arab Emirates to gauge the general mood of the populace. The nation's Ministry of Happiness 

started this project. 

Retail: Retailers are exploring the possibility of integrating computer vision emotion AI technologies 

into their stores to record customer behavior and mood as well as demographic data. 

 

Scope of emotion recognition 

In the expansive realm of emotion recognition, which finds applications in diverse fields such as 

biometric security and human-computer interaction (HCI), this research unveils a unique perspective 

that transcends conventional boundaries. Offering a window into the domain of artificial intelligence 

(AI), also known as machine intelligence, the study delves into the simulation of human brain functions 

through a myriad of supervised and unsupervised machine-learning techniques. The paper propels the 

exploration of emotion identification technologies beyond traditional applications. By enhancing the 

efficacy of remote consultations, therapy sessions, and training interactions, the research envisions a 

future where recognizing emotions plays a pivotal role in optimizing learning outcomes, particularly 

in the realm of remote e-learning. The concept of Empathic Computing applications takes center stage, 

aiming to gauge the emotions of participants in group teleconferences to elevate distant communication 

to new heights. The development of intelligent agents capable of recognizing emotions unfolds as a 

transformative force with applications across entertainment, education, health care, and criminal 

investigation. This unique perspective extends to the potential advantages for intelligent assistants and 

humanoid robots, envisioning a future where capturing user emotions becomes a cornerstone for 

responsive and empathetic AI systems. 

While facial expression analysis stands as one of the most utilized input modalities to determine 

emotional states, this research acknowledges the inherent challenges posed by human manipulation 

and falsification of these techniques in real-life scenarios. In essence, this paper pioneers a unique 

trajectory in the landscape of emotion recognition, unraveling the uncharted potential of AI and human 

interaction. By presenting a holistic view that combines the strengths of machine learning, HCI, and 

the intrinsic complexities of human emotions, the research invites further exploration into a future 

where technology becomes not just a tool but a responsive and intuitive partner in understanding and 

interpreting human emotions. 
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Recurrent Neural Network (RNN) 

When it comes to deep learning network orchestration, the recurrent neural network (RNN) is a master 

player. It brings a special structure that goes beyond the bounds of conventional neural networks. RNN 

has an advantage over its competitors: it is the "memory" that smoothly intertwines temporal 

relationships in EEG signals. The symphony of neural networks typically harmonizes with the present 

input, neglecting the rich tapestry of information from other times. RNN, however, stands as a maestro, 

considering inputs at any given time and forming connections between those preceding and following. 

Comprising only three layers—the input layer, the hidden layer, and the output layer—RNN becomes 

a canvas for innovation, seamlessly integrating with other neural networks to unveil the temporal 

properties inherent in EEG signals. Researchers, in a bold maneuver, harness the mixed model 

potential of RNN to extract temporal nuances from EEG signals. The entire RNN connection layer, 

post feature extraction and selection, acts as the input for the output layer, employing Softmax 

algorithms for classification. The "memory" function, a special feature that remembers and applies the 

results from the previous occurrence while performing calculations, is tucked away in the RNN's 

hidden layer.  

An effective tool for forecasting sequences like the next video frame or language segment is the RNN, 

which is superior to ordinary neural networks at processing sequential input. Processing sequential 

input with grace, the neural network shows off its prowess on the time axis. This article explores the 

capabilities of RNN that enable it to perform better than Convolutional Neural Networks (CNN) in 

sequence data processing with time-related features. RNN proves to be a reliable partner for EEG data, 

remembering and deciphering the complex melodies of human brain activity. It can be configured to 

accommodate one-to-one, one-to-many, or many-to-many input-output combinations. As a beacon for 

efficiency and innovation, this research unveils the potential of RNNs to extract temporal intricacies 

from data, offering a unique lens into the symphony of human cognition. In the realm of deep learning, 

RNN stands not just as a neural network but as a temporal maestro, harmonizing the past, present, and 

future of EEG signals in an intricate dance of understanding. 

                                                 

 
Figure 4:  Simple Recurrent Neural Network 

Emotion Recogition 

Identification of human emotion is a process known as emotion recognition. People's ability to 

accurately discern other people's emotions varies greatly. Human emotion is recognized by using 

verbal signals, body language, facial expressions, and electroencephalography (EEG).  

 

Literature Review 

Noppadon Jatupaiboon, Setha Pan-gum, and Pasin Israsena(2013) Nowadays, There is a lot of activity 

in "EEG-based emotion recognition" research. The objective here is to identify an appropriate method 

that produces a decent outcome and can eventually be applied to emotion recognition. Comparing the 

findings of the several EEG-based emotion identification studies on this list might be challenging due 
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to the multitude of variables that influence the disparate findings. It consists of a classifier, temporal 

window, stimulus, feature, emotion model, and participant. To compare the findings in this study, we 

constructed subject-dependent and subject-independent models. We employ Gaussian SVM as a 

classifier in this study. 

Min Hao, Guangyuan Liu, Anu Gokhale, Ya Xu, and Rui Chen (2019) "Human emotion in terms of 

facial expressions" has been the subject of numerous research. By examining the patients' lips and 

dentition, Witt, Flores-Mir, and Janson et al. studied the facial grin paradigm. In unrestricted settings, 

Arigbabu et al. looked at the identification of smiles from face photos. Using spectrum technologies, 

two imaging technologies—thermal imaging (TI) and hyperspectral imaging (HSI)—allow the 

detection of physiological characteristics such blood flow, heart rate, and breathing rate. Targeted area 

increases in skin temperature and sweating reactions are eventually detected by TI, which is directly 

correlated with tissue blood flow. But when the outside temperature abruptly changes, the technology 

becomes much less dependable. Thus, in order to quantify the effective characteristics, we decided to 

use HSI, an alternate technique. Based on the ability to distinguish material differences in people's 

faces, HSI technology may identify emotional states in people. This work uses HSI to remotely detect 

and identify blood chromophores in facial tissues, as well as to obtain an assessment indicator through 

the application of an optical absorption model. 

Maie Bachmann et.al (2017) As of right now, depression is one of the major causes of the burden of 

disease, and by 2030, it's expected to top the list globally. Early identification of depression 

necessitates an affordable, patient-friendly approach based on readily quantifiable objective markers. 

Comparing several single-channel electroencephalographic (EEG) metrics in an application for 

depression diagnosis is the goal of this study.  Thirteen drugless depressed outpatients and thirteen 

age- and gender-matched controls participated in the EEG recordings. Higuchi's fractal dimension, 

detrended fluctuation analysis, and Lempel-Ziv complexity were among the nonlinear techniques used 

to assess the recorded 30-channel EEG data. The linear techniques included the spectral asymmetry 

index, alpha power variability, and relative gamma power. Using logistic regression analysis with 

leave-one-out cross-validation, the classification accuracy between depressed and control participants 

was determined. Every EEG channel was subjected to different calculations. 

Poppy L.A. Schoenberg, (2017) "Decreased self-reference is fostered by specific mental training, 

which includes non-duality, emptiness, awakened awareness, and compassionate experiences." Our 

goal was to clarify the neurological underpinnings of four different but related Essence-of-Mind states: 

(1) timelessness; (2) non-preference, non-duality, non-conceptualization; (3) the perception of 

luminosity and limitlessness; and (4) a harmonious, compassionate sense of oneness (stable awakened-

awareness). After 60 minutes of guided practice, EEG data from 30 experienced meditators were 

simultaneously obtained during an eyes-open/closed resting baseline. We examined the frequency-

spatial EEG dimensions of alpha, beta, and gamma. The findings showed that when meditation started, 

current density across frequencies in the executive control and self-referential regions dramatically 

reduced in comparison to baseline. Gamma-band current density rose dramatically from state-1 to 

state-4 during meditation. 

Atena Bajoulvand (2017) "Multimedia implicit tagging would be significantly altered by the emotional 

preferences of people from different ethnicities." It is conceivable that each ethnic group's members 

might favor their own folk music over that of the others. In order to investigate this theory, an 

electroencephalography (EEG)-based emotionally intelligent system is presented in this work. Four 

two-minute segments of folk music were interspersed with recordings of 16 healthy volunteers' EEG 

signals from various ethnic groups. Following the extraction of six different feature categories, a subset 

of them was chosen using the Minimum-Redundancy-Maximum-Relevance (mRMR) algorithm. The 

Support Vector Machine (SVM) classifier, equipped with a Radial Basis Function (RBF) kernel and 

many similarity metrics, received the features that were scored highest. Using a random sub-sampling 

cross-validation technique, the performance of the suggested method was evaluated in terms of 

accuracy (ACC) and F1-score. Dynamic Time Warping (DTW) based RBF kernel produced the best 
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results for the single SVM classifier, with performance much above chance. These findings confirm 

that individuals from every ethnic group have a considerable tendency to reflect their ethnicity in their 

EEG patterns, which may be automatically recognized. 

Julia A. DiGangi (2017) PTSD is a "Emotion dysregulation disorder." The neurobiological bases of 

emotion dysregulation in PTSD are still largely unclear, despite a great deal of research aimed at 

shedding light on the disorder's neurological foundations. EEG was recorded and investigated as a 

potential predictor of military-related PTSD symptoms in a sample of 73 OEF/OIF/OND veterans in 

order to evaluate the link between a brain measure of attention to emotion (i.e., the late positive 

potential; LPP) and PTSD symptoms. Reduced LPP response to angry facial expressions was found to 

be correlated with greater symptoms of post-traumatic stress disorder (PTSD). Neither the terrified nor 

the happy faces showed this finding. In a relatively young, primarily male group of OEF/OIF/OND 

veterans, the current study offers preliminary evidence that hyporeactivity to furious faces at the brain 

level may give phenotypic data to describe individual differences in the severity of PTSD symptoms. 

This work could be helpful for future research examining appropriate psychophysiological targets for 

early intervention and treatment. 

 Nader Alharbia, (2018) This research introduces a new method for electroencephalography (EEG) 

signal analysis. It can help us figure out how many eigenvalues are needed for signal extraction and 

noise reduction in singular spectrum analysis because it is based on the distribution of eigenvalues of 

a scaled Hankel matrix. The approach to distinguishing between normal EEG signals and epileptic 

seizures is examined in this study, along with its usefulness in extracting attractive patterns, filtering 

EEG signals, and removing noise from the signals. To differentiate between normal and epileptic EEG 

segments, a number of features are employed. The outcomes demonstrate the approach's capacity to 

separate and eliminate noise from both types of EEG signals.  

Kalpesh Patil et.al (2015) "Heart Rate Variability (HRV) analysis in the evaluation of mental stress" 

was covered in this paper. Numerous academics have worked to estimate the relationship between 

HRV and perceived mental stress throughout the years. In this piece, we examined a number of 

methods for measuring mental stress. To comprehend the importance of HRV, the results of time 

domain and frequency domain analyses are discussed. The efficacy of several designed instruments 

has been examined. The findings from two case studies conducted in two distinct settings to determine 

a relationship between HRV and felt mental stress have been examined. 

Qianli Xu, Tin Lay Nwe, and Cuntai Guan (2015) [1], In order to account for inter-subject variations, 

present a novel "Cluster-Based Analysis method to measure stress using physiological signals." The 

inherent homogeneity of the subject's stress reaction inside the cluster is used in this study by using 

the clustering procedure, which divides the subjects into subgroups. As a result, the overall accuracy 

of stress measurement is increased and inter-subject variances are automatically taken into account. 

Myriam D. Munezero,(2014) A significant impediment to the automated identification of affect, 

sentiments, emotions, opinions, and feelings in the text is the inadequate distinction between these 

subjective concepts and their interrelationships. In addition to causing inconsistent terminology usage, 

this lack of separation makes it difficult to understand the nuances and complexities indicated by the 

five terms, which in turn leads to poor term detection in the text. This study elucidates the distinctions 

among these five subjective terms and presents important ideas to the computational linguistics 

community for their efficient detection and processing, considering this constraint. 

Tong Chen, Peter Yuen, Mark Richardson, Guangyuan Liu, and Zhishun She (2014) [3], Describe how 

a human physiological reaction can be used to "detect psychological stress in a non-contact manner." 

In this research, they gather tissue oxygen saturation (StO2) data as a characteristic for human stress 

detection using a Hyper Spectral Imaging (HSI) camera. 

Cornelia Setz, Bert Arnrich, Johannes Schumm, Roberto La Marca, Gerhard Tr¨oster, and Ulrike 

Ehlert (2010) [4], "Created a stress detection personal health system." Electrodermal activity's (EDA) 

capacity for discrimination is employed by them. Stress and office workload can be distinguished using 

this EDA power. They examine EDA data and assess the information on an individual's stress level. 
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Awanis Romli, and Arnidcha Peri Cha (2009) [5], proposed a "system that addresses stress 

management." The manual method was replaced with a digital one. This method offers a stress-

reduction solution that manages a specific person's stress depending on their interests in activities. In 

order to find the optimal stress management strategy, this system combines rule-based methods with 

Holland's Self-Directed Search Model. A rule-based approach is used by this system. This method 

develops the knowledge-based system by giving the user an exam. This exam allows the system to 

learn about the user's interests and behavior. Based on what the user thinks, the system suggests the 

most appropriate stress-reduction strategy for them. 

S. 

NO. 

Author Approach/Method Conclusion 

1. Pallan Ravi, 

Deepika. S, 

Rachoori Keerthi, 

A.obulesh 

The Method for emotion 

recognition is based on 

appearance and geometry-

based 

Using facial recognition 

systems by various techniques 

  

2. A.Vijayalakshmi, 

P.Mohanaiah 

Literature survey on 

emotion recognition for 

social signal processing 

In this, we find output by using 

the social behavior of human 

beings (Eg- facial expression, 

speech, gestures) 

3. G.Kalaivani , 

S.Sathyapriya , 

Dr.D.Anitha 

Emotion Recognition For 

Various Facial Emotional 

Extraction 

This thesis mainly focuses on 

face detection for the facial 

emotion recognition process. 

This thesis discusses Viola-

Jones and Image Cropping 

techniques to extract and 

identify the mouth regions. The 

proposed segmentation 

techniques are applied and 

compared to find which method 

is suitable for mouth region 

splitting, and then mouth region 

can be extracted by contrast 

stretching and image 

segmentation techniques 

4. Priyanka Abhang 

Shashibala Rao 

Bharti W. Gawali 

Pramod Rokade 

Emotion Recognition is 

carried out with the help of 

the EEG method  

Emotion Tracking Order 

Crossing Empirical Mode 

Decomposition 

 

This paper carried out different 

techniques to recognize emotion 

using speech and EEG signals 

and tried to find accuracy to 

emerge both techniques. 

5. Shrutika C. 

Dhargave Apurva 

Sonak Vandana 

Jagtap 

Emotion Detection using 

Pattern Recognition 

Network,3-D model, 

Matlab, and Desktop 

Device. 

Describe Different Techniques 

for Emotion Recognition. 
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6. Hanshu Cai Jiashuo 

Han Yunfei Chen 

Xiaocong Sha 

Pervasive Approach to 

EEG-Based Depression 

Detection.  

Machine Learning Method 

Give Accuracy for different 

Classifiers using the EEG 

method. 

7. Shilpi Goyal 

Nirupama Tiwari 

A Literature Survey on 

Emotion Recognition 

Machine Learning Method 

The first step in recognizing 

emotions is to delete any stuff 

that would not be helpful, such 

as hash-tagged content, URLs, 

emails, etc. 

8. Haron Liu, Ying 

Zhang, Yung Li, 

Xiangyi Kong 

Literature review on 

Emotion recognition using 

EEG 

This paper carries the basic 

theory of emotion recognition 

and provides a reference for the 

future development of EEG 

9. Felipe Zago Canal, 

Gustano Gino 

Scotton, Antonio 

Carlos Sobieranski, 

Jennifer Cristine 

Martias 

Literature Survey on Facial 

Emotion Recognition 

Techniques 

Using this technique we provide 

input image or video solely and 

find the output 

10. Vikrant Doma, 

Matin Pirouz 

Comparative analysis using 

EEG 

With  the use of machine 

learning and physiological 

signals, the accuracy is highly 

reliant 

 

Problem Statement 

Facial expressions serve as a profound conduit for the conveyance of intentions and emotions, acting 

as a fundamental element in human communication. Within this intricate realm, the fusion of facial 

features with potent speech components forms the backbone of facial feature machines. While non-

verbal cues embedded in facial expressions hold immense significance, their interpretation extends 

beyond mere interpersonal dynamics, impacting family relationships and human-device interfaces. 

Recognizing the transformative potential, this research introduces facial expression recognition 

software as a pivotal player in the evolution of natural human-device interfaces, extending its 

applications to behavior technology and clinical settings. However, challenges persist in the realm of 

automatic facial expression recognition devices, prompting the need to address crucial issues such as 

facial feature categorization, facial function extraction, and face detection within congested scenes. 

The innate complexity arises from the human tendency to conceal emotions through facial expressions, 

limiting the efficacy of facial recognition systems to achieve 100% accuracy. In response to these 

challenges, this study pioneers an alternative avenue by spotlighting the remarkable accuracy of EEG 

signals in capturing and decoding brain activity. By passing a current across the brain and recording 

its intricate patterns, EEG signals emerge as a superior alternative to facial expressions for recognition 

purposes. The EEG Signal Method, as presented in this research, not only outperforms traditional 

Facial Recognition Methods but stands as a beacon of accuracy in decoding the intricate landscape of 

human emotions. This research, therefore, serves as a catalyst in redefining the landscape of emotional 

recognition technologies. It not only acknowledges the limitations of facial expression recognition but 

charts a unique course, unveiling the dominance of EEG signals in deciphering the profound intricacies 

of human emotions. The study beckons a future where EEG-driven recognition becomes the 
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cornerstone of human-machine interaction, promising a more accurate, empathetic, and transformative 

paradigm in our technological landscape. 

 

Research Methodology 

EEG-Based Emotion Recognition 

 
Figure 5:  Block diagram of the EEG methodology 

EEG signal acquisition  

In the exploration of EEG signals, a nuanced dichotomy arises, unveiling the dual nature of both 

spontaneous and induced modes. Spontaneous EEG, rooted in the physiological activity of brain cells 

within the cerebral cortex, mirrors the intrinsic rhythm of the cerebral landscape. In contrast, induced 

EEG expression harnesses the human capacity to generate electrical signals, orchestrating a symphony 

of brain activity in response to external stimuli. This research pioneers the use of both invasive and 

non-invasive EEG signals, with a focus on the latter in the realm of brain-computer interface research. 

The allure of non-invasive EEG lies in its safety and portability, overcoming the considerable risks 

associated with invasive acquisition methods. Delving into non-invasive EEG signal acquisition, this 

study introduces the dynamic interplay between Dry and Wet electrodes. Dry electrodes, poised against 

the scalp without conductive media, capture EEG signals directly but grapple with faintness due to 

cuticle resistance. In contrast, Wet electrodes offer enhanced stability and efficacy, proving cost-

effective and easy to wear. The choice between the two becomes a pivotal decision in the quest for 

effective brain activity pattern capture and evaluation. The unique frequency range of EEG signals, 

spanning 0.5–100 Hz, becomes a canvas for cognitive processes, with emphasis on the 0.5–30 Hz low-

frequency range. Researchers carve this spectrum into distinct frequency sub-bands – Delta, Theta, 

Alpha, Beta, and Gamma waves – each intricately linked to diverse cognitive functions. The research 

navigates through the landscape of brain activity states, highlighting the strong correlation between 

EEG signals and specific frequency ranges, ultimately giving rise to the phenomenon termed "Brain 

Waves." 

 

Signal Data Preprocessing 

In the realm of neuroscience, the electroencephalogram (EEG) emerges as a powerful conduit for 

tracking brain activity, akin to capturing the elusive symphony of human thought. However, the 

journey through EEG signal processing reveals a landscape riddled with challenges, necessitating 

innovative approaches to navigate the complexities and unlock the full potential of brain activity 

tracking. The EEG signal, a low-frequency bioelectric whisper from the brain ranging between 5 to 

100µV, encounters a delicate dance with interference during the acquisition process. Amplified and 

processed, the faint EEG signal often yields inadequate analytical results, posing a significant 

challenge in unraveling the depth of cognitive processes. To confront this challenge, the study 

introduces a multifaceted preprocessing approach, strategically addressing interference noises such as 

electrocutaneous response (GSR), power frequency interference, electromagnetic interference, and 

aberrations from EOG, EMG, and ECG. Blind source analysis, spatial filtering, and adaptive filtering 

emerge as the unsung heroes, orchestrating a symphony of noise reduction to unveil the true essence 
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of EEG signals. As the EEG captures the collective electrical activity of neuron clusters, not just 

individual neurons, the study delves into the complexities of extracting significant 

psychophysiological information from these signals. In this quest for clarity, a sequence of evolving 

curves forms the original EEG data, marred by disturbances and interferences during the gathering 

process. The study champions the cause of de-interfering and de-noising the original EEG signal to 

enhance categorization performance. Employing filtering techniques, including band-pass filters to 

mitigate electromagnetic interference, the study accentuates the journey toward obtaining a 

substantially clean signal. The paper acknowledges the diverse forms of EEG artificial interference, 

from abnormal eye movements to muscle contractions, ECG aberrations, and power frequency 

disruptions. Filtering emerges as the beacon in this quest, eliminating the cacophony of noise and 

allowing the pure notes of brain activity to resonate clearly. This research thus stands as a testament 

to the ongoing endeavor to harmonize the symphony of thought, unveiling the intricacies of EEG signal 

processing for an enriched understanding of human cognition. 

 

EEG Signal Feature Extraction & Selection 

In the intricate dance between emotion and electroencephalography (EEG), the pre-processing of EEG 

data emerges as a transformative overture, orchestrating signals with reduced interference to lay the 

foundation for emotion recognition. Extracting the nuances of emotional states from original EEG 

signals becomes the focal point, necessitating a meticulous journey into feature extraction to unlock 

the symphony of human sentiments. Feature extraction, the delicate process of discerning pertinent 

signal features from the unessential, becomes the linchpin in the emotion identification process. It 

involves converting signals into vectors, encapsulating time, frequency, and spatial domain 

characteristics that form the unique fingerprint of emotional states. The retrieved features are essential 

for improving the capacity to recognize and categorize emotions with precision.  The importance of 

feature extraction and selection in improving the capacity for emotion recognition in EEG-based 

frameworks is emphasized in this research. Feature selection not only simplifies models but also 

expedites training periods, prevents dimension disasters, and bolsters generalization capacity by 

mitigating overfitting. The intricate dance of selecting features transforms the EEG landscape, 

allowing the model to discern the essence of emotional states succinctly and meaningfully. The unique 

contribution of this research lies in its exploration of how pre-processing, feature extraction, and 

feature selection collectively compose a symphony that enriches EEG-based emotion recognition. The 

refined EEG signals, stripped of interference, become the canvas upon which emotional nuances are 

delicately painted. As a result, this study pioneers a pathway toward a more nuanced understanding of 

human emotions through the lens of EEG, promising a future where emotion recognition is not just a 

task but an art form, intricately woven into the fabric of advanced cognitive technologies 

 

Classification of EEG signals 

In the realm of emotion recognition, the pursuit of harmony between EEG signals and human 

sentiments takes center stage. This study unfolds as a symphony of sentiments, where the intricate 

dance of EEG features is meticulously orchestrated, leading to a crescendo of emotional classification 

accuracy. Feature selection, akin to selecting the most resonant notes in a musical composition, 

becomes the focal point. The chosen features, carefully curated, embark on a journey toward the 

classifier, each carrying the weight of its distinctive contribution to the emotional landscape. The 

classifier, functioning as a virtuoso conductor, defines boundaries between emotional categories, 

assigning labels with precision based on the selected features' symphonic harmony.  

This research introduces an innovative approach where features are not merely selected but 

transformed into a cohesive ensemble through the fusion of deep networks and machine learning. The 

resulting categorization reflects the interconnected nature of related features, adding a layer of 

complexity that mirrors the intricacies of human emotion. At the heart of this symphony lies the 

understanding that human brain activity, intricately woven into emotions, finds its reflection in the 
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varied EEG characteristics of different emotional states. The classifier becomes the interpreter, 

decoding the EEG symphony to classify emotions with remarkable accuracy. As the features traverse 

this musical journey, they create a nuanced narrative of emotional states, establishing a connection 

between the intricacies of the human mind and the symphonies embedded in EEG signals. 

 

How RNN works 

A group of architectures known as Recurrent Neural Networks (RNNs) emerging in the complex field 

of artificial intelligence. Specifically designed to handle data sequences, these neural virtuosos apply 

their mastery to a wide range of tasks, such as natural language processing, voice recognition, and the 

complex dance of time series data.  Functioning as temporal maestros, RNNs orchestrate their 

operations by recycling the output of a specific layer, feeding it back into the original layer to forecast 

the subsequent layer's output. This unique cyclic mechanism imparts a temporal awareness to the 

network, enabling it to navigate and comprehend sequential data with finesse. Within the RNN's 

architecture lie fixed activation function units, each meticulously designed for every time step in the 

sequence. These units, akin to the instruments in a symphony, contribute to the harmonious flow of 

information through time. Crucially, each unit harbors an internal state—the hidden state—an 

embodiment of the network's current knowledge at a specific time step. This hidden state, reminiscent 

of a musical note in the symphony of information, undergoes constant updates at each time step, 

symbolizing the evolution of the network's historical knowledge. 

This paper embarks on an exploration of the dynamic interplay within Recurrent Neural Networks, 

unraveling their role as temporal architects in the grand symphony of sequential data processing. As 

we delve into the intricacies of RNNs, we uncover the unique design choices that enable them to 

embody temporal awareness and adaptability. In the grand ensemble of artificial intelligence, RNNs 

stand not just as neural networks but as temporal architects, sculpting the fluidity of time within the 

realm of machine learning. 

 

Technical Learnt 

 PYTHON  

• Guido van Rossum created Python, a high-level, object-oriented, interpreted, general-purpose 

computer language, between 1985 and 1990. 

• Guido van Rossum was not only creating Python but also reading the published screenplays of the 

BBC comedy series "Monty Python's Flying Circus" from the 1970s. Python was given its name 

by Van Rossum because he thought it needed a name that was short, unique, and little mysterious. 

• Python encourages code reuse and program modularity with its support for modules and packages. 

The large standard library and the Python interpreter are freely distributable in source or binary 

form for all major systems. 

• Python has become a preferred language for data scientists and other experts in the field of data 

science because of its versatility in handling complex statistical computations, data visualization, 

developing machine learning algorithms, manipulating and analyzing data, and other data-related 

tasks. 

• The syntax of Python is straightforward and resembles that of English. Compared to several other 

programming languages, Python's syntax enables programmers to write programs in fewer lines. 

Since Python is an interpreter-based programming language, code can be run immediately upon 

writing. Prototyping can therefore proceed quite quickly. 

 

Application of PYTHON: 

• Data analysis, data visualization, task automation, and website and software development are all 

heavily reliant on Python. Python's simplicity of learning makes it popular with non-programmers, 

such as scientists and accountants, for a variety of everyday tasks, including financial organization. 

• Analyzing data and using machine learning 
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• Web development 

• Automation or scripting 

• Software testing and prototyping 

• Everyday tasks 

 

LIBRARIES 

NumPy 

The NumPy is a fundamental Python module for scientific computing that supports large 

multidimensional arrays and matrices and provides a number of high-level mathematical functions to 

expedite these operations. NumPy uses BLAS and LAPACK to perform computations in linear algebra 

efficiently. NumPy can also be applied as a productive multi-dimensional generic data container. 

OpenCV Python 

Image processing is done using Open Source Computer Vision, or OpenCV. This module for Python 

tracks general functions aimed at real-time computer vision. You can learn Computer Vision by using 

the various built-in functions that OpenCV offers. It permits simultaneous image writing and reading. 

Any video or image can be used to diagnose objects like faces, trees, etc. It is compatible with both 

Windows and OS X, among other operating systems. 

Pandas 

This library is BSD-licensed and open-source. Pandas facilitate Python by offering simple data 

structures and speedier data analysis. Pandas make it feasible to perform tasks without having to 

transition to a more domain-specific language like R, like data analysis and modeling. 

Scipy 

This is an additional open-source program for Python scientific computing. In addition, Scipy is 

utilized for productivity, high-performance computing, quality assurance, and data computation. 

Numpy, SciPy library, Matplotlib, IPython, Sympy, and Pandas are the main Scipy packages. 

 

Implementation and Result 

EEG Signal classification using RNN Techniques 

 

 



 

Industrial Engineering Journal 

ISSN: 0970-2555   

Volume : 52, Issue 12, No. 3, December : 2023 
[ 

UGC CARE Group-1,                                                                                                                 52 

Result 

In the realm of neuroscientific exploration, the Electroencephalogram (EEG), also known as the Brain 

Wave, emerges as a powerful and harmonious method for capturing the symphony of brain signals. 

This paper embarks on a journey into the vast potential of EEG, particularly in the domain of emotion 

recognition, casting a spotlight on its unique attributes and applications. Motivated by the rich tapestry 

of emotion identification, this research is an ode to the fusion of EEG and the intricate landscape of 

human emotions. Delving into an extensive review of pertinent literature, the exploration focuses on 

the nuanced identification of emotions, with a deliberate selection of neutral, positive, and negative 

emotional states. These emotions, akin to distinct musical notes, present a challenging yet rewarding 

composition for the aspiring conductor of emotion recognition. 

The originality of this work is not only in the emotions chosen, but also in the careful manipulation of 

EEG signals to reveal the minute details that set one emotional state apart from another. The promise 

for a harmonic combination of emotion recognition technology and neuroscience is revealed as we 

navigate the challenges of emotion identification, unveiling the EEG symphony. This paper serves as 

a compass for those venturing into the captivating realm of emotion identification through EEG, 

offering insights into the challenges, possibilities, and the resonant melody that emerges when the 

intricacies of brain waves and emotions converge. The stage is set for a captivating exploration, where 

the symphony of EEG unfolds, harmonizing minds in the pursuit of understanding and decoding the 

language of emotions. 

 

 

 

 
Figure 6:  Confusion Matrix 

Conclusion and Future Scope 

Conclusion  

This study opens up new avenues for human-computer emotion connection by presenting a novel 

approach to the rapidly developing field of emotion recognition: the coordination of the identification 
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of emotions using EEG waves. This work stems from the deep influence of emotions on all facets of 

human life, as the foundational technology influencing the field of emotion recognition. Recent 

advances in brain-computer interface technology have been driven by the rise in artificial intelligence, 

with deep learning standing out as a promising field due to its remarkable feature learning and 

classification powers. This work focuses on the convergence of deep learning and EEG data, with the 

goal of giving a thorough overview of modern EEG emotion detection methods and opening the door 

for a neuroharmonic approach to comprehending and decoding emotional language. In this symphony 

of research, we explore widely used free datasets for affective computing based on EEG, shedding 

light on common methods for calculating emotions from EEG signals and the associated algorithms. 

Deep learning techniques take center stage, showcasing their promising results in recognizing 

emotions from EEG data. The paper meticulously analyzes and summarizes the challenges 

encountered in emotional computing based on EEG signals, offering insights into the unresolved issues 

that beckon further exploration. The collaboration of EEG and deep learning produces a symphony of 

comprehending emotions unlike anything before, and this work not only adds to the changing field of 

emotion detection but also extends an invitation to researchers to become members of the 

neuroharmonic orchestra. 

 

Future Scope 

In the pursuit of decoding the intricate language of emotions, this research orchestrates a harmonious 

exploration, employing RNN models to conduct emotion recognition based on EEG signals. The EEG 

Brain Wave Database serves as the melodic canvas, and with the RNN model's virtuosity, an 

impressive accuracy of 94% is achieved—a testament to the potential synergy between neural 

networks and brain wave data. The high accuracy achieved by the RNN model propels this study into 

the forefront of emotion recognition research. However, the absence of publicly available EEG datasets 

emerges as a subtle undertone, hinting at the need for a more extensive symphony of samples to truly 

capture the diverse nuances of human emotions. The scarcity of datasets, while a drawback, serves as 

an invitation for future researchers to contribute to the crescendo of knowledge in this domain. Looking 

ahead, the study envisions the utilization of LSTM (Long Short-Term Memory Network) approaches, 

unlocking the potential to identify an even broader range of emotions. As the symphony of emotion 

recognition unfolds, this work marks a significant chord in the ongoing journey to harmonize neural 

networks and EEG data, offering a unique perspective and paving the way for future compositions in 

the realm of emotion decoding. 
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