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ABSTRACT 

Heart diseases are the ones causing most of the health issues and death to human beings. With the 

emergence of Artificial Intelligence (AI), it is possible to exploit learning-based approaches for 

efficient prediction of heart diseases. The existing literature on heart disease prediction using ECG 

data revealed that machine learning models need optimization towards leveraging prediction 

performance. Motivated by this fact, in this paper, we proposed a machine learning framework for 

automatic detection of heart diseases from ECG data. The framework has provision for both the 

training and testing phases involving optimizations with feature selection towards improving quality 

and training phase. We proposed an algorithm known as Learning based Optimized Method for Heart 

Disease Prediction (LbOM-HDP). This algorithm is trained with benchmark dataset and then it takes 

ECG signal of a patient to predict heart disease. The experimental study made with MIT-BIH dataset 

showed that the proposed framework could improve heart disease prediction accuracy due to 

optimizations in terms of preprocessing and feature engineering. The proposed algorithm with 

Generalized Linear Model (GLM) showed highest accuracy 95%. 
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1. INTRODUCTION  

 According to World Health Organization (WHO), there are number of heart related ailments that are 

causing health issues to human beings. The traditional approaches in healthcare services could provide 

required procedures towards treating patients. With respect to diagnosis of various diseases, of late, 

Artificial Intelligence (AI) is widely used. WHO recommends responsible usage of AI towards disease 

diagnosis in healthcare domain. There are number of machine learning models being used to solve the 

problems in real world applications. Machine Learning (ML) models are also widely used in heart 

disease prediction with clinical data which has symptoms of patients. However, usage of ECG data for 

analyzing heart tissues is to be given paramount importance. Towards this end there are many existing 

contributions found in the literature. 

Li et al. [4] suggested to use PCG and ECG data to forecast cardiovascular diseases (CVDs) using a 

unique multi-modal approach. With an AUC of 0.936, the approach performs better than single-modal 

approaches. Bellfield et al. [8] explored machine learning modeling in the prediction of myocardial 

infarction. In the event that Signal ECGs are not accessible, Image ECGs might be utilized. Naeem et 

al. [9] with over 85% accuracy, a unique approach employing ANN and sensors recognizes persons 

based on their fragrance patterns. Ullah et al. [10] used machine learning and FCBF for feature 

selection, a new framework for CVD diagnosis achieves 78% accuracy with Extra Tree and Random 
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Forest models. From the literature, it was observed that ML models are capable of learning from ECG 

signals. Another important observation is that ML models lead to deteriorated performance if used 

directly without optimizations. Towards this end, we proposed a ML framework with optimizations 

towards leveraging performance in heart disease prediction. Our contributions in this paper are as 

follows.  

1. We proposed a machine learning framework for automatic detection of heart diseases from ECG 

data.  

2. We proposed an algorithm known as Learning based Optimized Method for Heart Disease 

Prediction (LbOM-HDP).  

3. We developed an application to evaluate our framework and models in automatic detection of heart 

diseases from ECG signals.  

The remainder of the paper is structured as follows. Section 2 reviews literature on prior works 

pertaining to heart disease prediction. Section 3 presents the proposed ML framework, its mechanisms 

and algorithm towards detection of heart diseases. Section 4 provides results of our experiments with 

ECG data. Section 5 concludes our work besides providing scope for future research. 

 

2. RELATED WORK 

The section reviews prior walks on machine learning models used for detection of heart diseases using 

ECG data. Bertsimas et al. [1] identified cardiac abnormalities, which are a major cause of mortality 

by Machine Learning on ECGs. A new approach predicts seven categories in real time, facilitating 

early diagnosis. Katarya and Meena [2] increased in heart disease instances is a result of hectic 

lifestyles. An effective way to anticipate and analyze cardiac disease is via machine learning. Alarsan 

and Younes [3] approached for classifying ECG data is presented, which achieves high accuracy for 

binary classification using Gradient-Boosted Trees and huge accuracy using Random Forests. Li et al. 

[4] suggested to use PCG and ECG data to forecast cardiovascular diseases (CVDs) using a unique 

multi-modal approach. With an AUC of 0.936, the approach performs better than single-modal 

approaches. Kahn et al. [5] discussed machine learning approaches that are often used to predict heart 

failure, including ensemble classifiers, SVM, and neural networks. 

Ganesan and kumar [6] used sensors and the UCI dataset, a cloud-based and Internet of Things model 

is created to predict cardiac illness. In terms of accuracy and performance metrics, J48 classifier 

performs better than MLP, SVM, and LR. Indrakumari et al. [7] analysed method of EDA comes before 

statistical modeling. Analytics in healthcare helps with preventative care. Heart disease risk variables 

are inferred from 209 data using K-means algorithm. Bellfield et al. [8] suited for machine learning 

modeling in the prediction of myocardial infarction. In the event that Signal ECGs are not accessible, 

Image ECGs might be utilized. Naeem et al. [9] with over 85% accuracy, a unique approach employing 

ANN and sensors recognizes persons based on their fragrance patterns. Ullah et al. [10] used machine 

learning and FCBF for feature selection, a new framework for CVD diagnosis achieves 78% accuracy 

with Extra Tree and Random Forest models. 

Qadri et al. [11] focused on utilizing machine learning to detect heart failure early. Compared to prior 

approaches, a revolutionary PCHF feature engineering strategy achieved accuracy. Ozcan and Peker 

[12] with an accuracy rate of 87%, the CART algorithm makes heart disease prediction easier to make. 

Oldpeak and ST Slope are important characteristics. Additional data types and big data analytics might 

be included in future improvements. Aggarwal and Kumar [13] investigated HRV in people with 

normal sinus rhythm and congestive heart failure. HRV is essential for predicting cardiac illness. To 

improve accuracy, feature selection techniques including filtering, wrapper, and embedding 

approaches are used. With 95.4% accuracy, filtering proved to be the most effective technique when 

using machine learning classifiers. Ahmad et al. [14] achieved great accuracy in heart disease 

prediction by combining SFS with LDA, RF, GBC, DT, SVM, and KNN algorithms. Rani et al. [15] 

provided a hybrid heart disease detection system that has an accuracy of 86.6% on the Cleveland 

dataset to help in early diagnosis.  
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Sujatha and Lakshmi [16] tackled by data analytics in healthcare, which supports illness prediction 

and decision-making. With an accuracy rate of 83.52%, Random Forest is quite good at predicting 

cardiac illness. Farzana and Veeraiah [17] used 13 characteristics, such as age and blood pressure, 

machine learning algorithms help estimate the risk of heart disease. The framework ensures efficacy 

by predicting the stage of the disease and recommending preventive measures. Hagan et al. [18] 

concentrated on leveraging UCI and Kaggle datasets to use machine learning methods, such as SVM, 

MLP, and decision trees, to predict cardiovascular illness. With an accuracy ranging from 72% to 96%, 

SVM performs better than MLP. Decision trees are efficient because they obtain the most accuracy 

with the least amount of CPU time. Maini et al. [19] promised for cost-effective CVD prediction with 

ML algorithms. Five machine learning methods were evaluated and made accessible online using 1670 

medical records. The relevance of machine learning (ML) in Indian healthcare is highlighted by this 

study, which also recommends more comprehensive data collecting and multicentric research to 

enhance preventative care. Ghosh et al. [20] although early diagnosis can reduce mortality, 

cardiovascular disease (CVD) remains a serious public health problem. An accuracy of huge was 

attained by a mixed classifier model. From the literature, it was observed that machine learning models 

need optimization towards leveraging prediction performance. 

 

3. PROPOSED FRAMEWORK 

We proposed a ML framework which is meant for using learning-based approaches with optimizations 

towards improving heart disease detection performance in ECG signals. The framework is equipped 

with optimizations in the form of preprocessing and feature engineering. ECG data needs 

preprocessing towards improving the quality of samples. From the ECG data it is possible to extract 

features. This phenomenon is known as feature extraction. However, all the features may not be able 

to contribute towards class label prediction. Towards this end, we used a feature engineering method 

which automatically selects features that are contributing towards disease diagnosis. 

 
Figure 1: Proposed machine learning based framework 

The preprocessing includes different mechanisms like wander removal, scaling and r-peak detection. 

These preprocessing mechanisms help in improving the given raw ECG sample. Afterwards, the 
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feature selection process exploits entropy and gain based feature selection method towards identifying 

features that can discern class labels. The framework has both training phase and testing phase towards 

supervised classification. In the training phase ML models are trained and also optimized towards 

detection of heart diseases. The trained models are used in the testing phase in order to analyze ECG 

data and provide the probability of heart disease. The framework supports multiclass classification 

revealing different classes of heart disease. Since we used learning based approach, metrics derived 

from confusion matrix, shown in Figure 2, are used for evaluation our methodology.   

 
Figure 2: Confusion matrix 

Based on confusion matrix, the predicted labels of our method are compared with ground truth to arrive 

at performance statistics. Eq. 1 to Eq. 4 express different metrics used in the performance evaluation.  

Precision (p) = 
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                                          (1) 

Recall (r) = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                                               (2) 

F1-score = 2 ∗
(𝑝∗ 𝑟)

(𝑝+𝑟)
                                                                            (3) 

Accuracy = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                                                   (4) 

The measures used for performance evaluation result in a value that lies between 0 and 1. These metrics 

are widely used in machine learning research. We proposed an algorithm known as Learning based 

Optimized Method for Heart Disease Prediction (LbOM-HDP). This algorithm is trained with 

benchmark dataset and then it takes ECG signal of a patient to predict heart disease. 

Algorithm: Learning based Optimized Method for Heart Disease Prediction (LbOM-HDP) 

Input: MIT-BIH Dataset D, models M 

Output: Heart disease classification results R, performance statistics P 

1. Begin  

2. D’Preprocess(D) 

3. (T1, T2)DataSplit(D’) 

4. F1FeatureSelection(T1) 

5. F2FeatureSelection(T2) 

6. For each model m in M 

7.    Compile m 

8.    Train m using T1, F1 

9.    RTest(m, T2, F2) 

10.    PEvaluate(R, ground truth) 

11.    Display R 
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12.    Display P 

13. End 

Algorithm 1: Learning based Optimized Method for Heart Disease Prediction (LbOM-HDP) 

As presented in algorithm 1, it has provision for feature selection from given training and test data 

towards improving performance of ML models. Besides, the algorithm has an iterative process in 

which each model is trained and then evaluated with the test data. The algorithm provides multiclass 

classification results along with performance statistics based on the functionality of models. 

 

4. EXPERIMENTAL RESULTS 

The ML framework is evaluated with ECG dataset [21]. The ML models are evaluated with and without 

feature engineering process. From the empirical study it was observed that featuring engineering and 

preprocessing could contribute to the enhancement of quality in the training process leading to 

improved prediction performance. 

 
Figure 3: Shows different classes involved in the multi-class classification 

As presented in Figure 3, there are different classes pertaining to heart diseases as reflected in the 

dataset used for empirical study. 

Class 0 Class 1 Class 2 Class 3 

    
Figure 4: Shows a visualization of different classes 

The histogram visualization of different classes associated with an ECG signal is provided for 

understanding different classes as in Figure 4. 
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Figure 5: Data distribution dynamics in terms of the five classes 

As presented in Figure 5, it is observed that there are five different classes of heart diseases for which 

data distribution dynamics is visualized. 

y_train y_test 

  

Figure 6: Data dynamics in terms of training and testing 

As presented in Figure 6, it is found that training data and test data are visualized in terms of their data 

distribution. 

 
Figure 8: Shows the ECG signal comparison between original and preprocessed one 

As presented in Figure 8, the original ECG signal is compared with the preprocessed ECG signal 

showing the difference between them. 
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Figure 9: Shows ECG preprocessed samples of different classes 

As presented in Figure 9, there are five classes of ECG samples that are preprocessed for improvement 

as visualized. 

    
 

Figure 10: Visualization of different heart disease classes 

As president in Figure 10, there are five heart disease classes for which ECG signals are processed and 

the data analytics results are visualized. 

Models Precision Recall F1-Score Accuracy 

LR without Optimizations 0.84 0.75 0.79 0.87 

LR with Optimizations 0.93 0.88 0.9 0.89 

GLM without Optimizations 0.95 0.92 0.93 0.92 

GLM with Optimizations 0.98 0.94 0.96 0.95 

Table 1: Results of models with and without optimizations 

As presented in Table 1, it is observed that the ML models with and without optimizations reflected 

different level of performance. 
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Figure 11: Performance comparison with and without optimizations 

The results of experiments with and without optimizations are presented in Figure 11. The Logistic 

Regression (LR) model could achieve 84% precision, 75% recall, 79% F1-score and 87% accuracy. 

These observations are without optimizations. With optimizations the LR model could achieve 93% 

precision, 88% recall, 90% F1-score and 89% accuracy. Without optimizations the GLM model could 

achieve 95% precision, 92% recall, 93% F1-score and 92% accuracy. With optimizations GLM model 

could achieve 98% precision, 94% recall, 96% F1-score and 95% accuracy. 

 

5. CONCLUSION AND FUTURE WORK  

In this paper, we proposed a machine learning framework for automatic detection of heart diseases 

from ECG data. The framework has provision for both the training and testing phases involving 

optimizations with feature selection towards improving quality and training phase. We proposed an 

algorithm known as Learning based Optimized Method for Heart Disease Prediction (LbOM-HDP). 

This algorithm is trained with benchmark dataset and then it takes ECG signal of a patient to predict 

heart disease. The experimental study made with MIT-BIH dataset showed that the proposed 

framework could improve heart disease prediction accuracy due to optimizations in terms of 

preprocessing and feature engineering. The proposed algorithm with Generalized Linear Model 

(GLM) showed highest accuracy 95%. Here are possible directions for future scope of the research. 

The proposed framework can be extended with deep learning models, hyperparametric tuning and also 

Generative Adversarial Network (GAN) architecture. 
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