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Motivation: 

      Portability has been playing a pivotal role in electronic devices. Low throughput is 

considered as fundamental requirement once is a myth. Portable devices has became hand held 

multimedia terminals with audio and video processing at higher rates, motion gesture, facial 

recognition system and handwriting capabilities. These applications must be capable of operating at 

mega and giga hertz  rate and high throughput is fundamental requirement..Portable devices always 

embed with lowpower techniques for consumption of low power. The methodology suggested in this 

paper is a novel decimal matrix code. The suggested code is based on the divide-symbol to increase 

memory reliability.The suggested DMC employs decimal integer addition (decimal algorithm) on 

binary code separated symbols. This has been shown in works including the destruction of Java Virtual 

Machines, cryptographic protocols, and smart cards. This paper presents enhanced decimal matrix 

code (DMC0 for improved error detection and amelioration of memory reliability against multiple cell 

upsets (MCU). The decimal algorithm improves the efficiency of the code's error detecting capabilities. 

To improve memory efficiency, a novel decimal matrix code (DMC) based on the divide-symbol is 

suggested in this thesis. To identify mistakes, the suggested DMC employs a decimal algorithm 

(decimal integer addition and decimal integer subtraction). The benefit of using a decimal algorithm 

is that the error correction capacity is maximized, increasing memory reliability. Furthermore, the 

encoder-reuse strategy (ERT) is suggested to reduce the region overhead of extra circuits (encoder and 

decoder) without interfering with the whole encoding and decoding processes, since ERT uses the 

DMC encoder as part of the decoder.Xilinx Vivado design suite was used for simulation and synthesis. 

1.8V Low Voltage CMOS (LVCMOS ) Virtex 7 FPGA  was used for testing the code. 
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Introduction: 

 Modern memory chips may be made with smaller and more sophisticated circuits that operate 

at low voltage levels and have high storage capacities. These advances also raised the likelihood of 

soft memory glitches,in which unpredictable bits flip and corrupt the contents of the affected memory 

cells[5,6]. Soft memory losses may be triggered by power outages, gamma rays, and manufacturing 

flaws. Soft memory errors will become more common in the future. As the amount of cosmic rays 

rises with height, soft memory errors may trigger serious problems in avionics and space science. 

Memory cell corruption may have serious implications for algorithms.A single error in a sorted 

sequence, for example, will cause a regular binary search to finish up (n) cells away from the exact 

location. Soft memory failures may be used to compromise the security of information programmes. 

 

Proposed Method: 

 In the proposed work, we are using carry look ahead [7]as the primary component for the CSA 

building. The carry pick adder is described by a static and portable multi output CLA.  

Area-Efficient Carry Select adder: 

In the design of very large scale integrated (VLSI) circuits, power consumption is a critical 

reliability factor. Furthermore, with the exponential growth of VLSI technology, the need for and 

success of handheld devices has pushed designers to aim for smaller silicon areas. Adder is the name 
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of the central electronic circuit that is used for extension. Adders are essential components of a broad 

range of digital systems. There are many adders, however quick adding with low area and power is 

still difficult. There are various kinds of adders, such as the ripple carry adder (RCA), the carry skip 

adder (CSKA), the carry look ahead adder (CLA), the carry save adder (CSLA), and so on one of them 

RCA has a smaller design, but their computing period is longer. It has the slowest speed of all adders 

since it has a long propagation delay but takes up less space. Then, in CLA, the effect is quick, but it 

leads to an increase in region; among these adders, CSLA has a small area, but the delay is increased 

due to the ripple carry adder. A carry-select adder is usually made up of two ripple carry adders and a 

multiplexer. Adding two n-bit numbers with a carry-select adder needs two adders (thus two ripple 

carry adders) to execute the calculation twice[8], once with the assumption of the carry being zero and 

once with the assumption of the carry being one. After calculating the two results, the correct amounts 

as well as the correct carry are chosen with the multiplexer until the correct carry is determined. Each 

carry select block may have a fixed or variable number of bits. When the block size is variable, it can 

have a delay from extension inputs A and B to the carry out equivalent to the delay of the multiplexer 

chain preceding it, such that the carry out is measured just in time. 

Fig 1: The N-bit carry ripple adder constructed by N set single bit full-adder 

 
                  Fig 2:Selecting a 16 Piece Snake to Divide a Patent into 4 Pieces 

Binary Error Detection: 

The key concept of this paper, as mentioned above, is to use transistor level changed BEC 

instead of ordinary BEC with cin=1 in order to reduce the area and power consumption of the CSLA. 

An n-bit transistor level changed BEC is needed to substitute the n-bit ordinary BEC. Table I portrays 

the feature table of a 3-b BEC. The basic feature of the CSLA is shown in Fig.1 by utilising the 4-bit 

BEC in conjunction with the mux. The BEC output is fed into one of the 8:4 mux's inputs (B3, B2, B1, 

and B0), and the mux's other input is the BEC output. The two potential partial effects are generated 

in parallel, and the mux is used to pick either the BEC output or the direct inputs based on the control 

signal Cin[10,11]. The value of BEC logic derives from the significant silicon area reduction when 

designing a CSLA with a large number of pieces. 
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INPUT[0:3] OUTPUT[0:3] 

000 001 

001 010 

010 011 

011 100 

100 101 

101 110 

110 111 

111 000 

 

Table 1: FUNCTION TABLE OF THE 3-B BEC 

Limits of Simple Binary Error Detection: 

The chance of detection error is reduced in the binary error detection system presented, despite 

the fact that it demands a small number. The predominant explanation for this is that the error detection 

mechanism is designed on two processes. Assume that the reductions B3, B2, B1, and B0 are the 

surplus's original data, and that the reductions C0 and C1 are the additional fractions shown in the 

figure. A binary algorithm is used to produce C0 and C1 reductions. The findings reveal that errors B2 

and B0 are determined wrongly, as they were at the start, and thus all reductions are incorrectly 

corrected. 

Advantage of Decimal Error Detection: 

 It was discovered in the preceding debate that algorithm tracking-based errors can only 

identify a small number of errors. These errors, though, may be observed using an error detection 

algorithm in order to prevent coding errors. This is due to the fact that the A decimal algorithm's 

operating system differs from a Binary system[14,15]. Fig 3 depicts the image used to identify 

computational errors in the proposed scheme. 

First, the small fractions obtained from the original dataset of symbols 0 and 2 correspond to  

H4H3H2H1H0  

H4H3H2H1H0= D11D10D9D8+ D3D2D1D0 

        =0111+1111 

         =10110 

 

Fig 3: Advantage of Recognizing a Value Error Using a Small Number of Values 

If the MCU consists of 0 characters and 2 characters, that is, 0 characters from "1100” to "1111" is 

bad ("D3D2D1D0 '= 1111), the remaining 2 characters are" 0110 "(D11D10D9D8' =) “0111 "- Size, 

H4H3H2H1H0 'obtained by scanning, calculates the following. 

 

H4H3H2H1H0= D3D2D1D0+ D11D10D9D8 

   =1100+0111 
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  =10010 

 

The physical rating of  H4H3H2H1H0  can be obtained using strong numbers. 

∆ H4H3H2H1H0= H4H3H2H1H0’ -H4H3H2H1H0 

                          =10110-10010 

      =00100 

The decimal value is not "0," indicating that the mistake is between 0 and 2. The precise 

location of the short traps can be calculated using the vertical symbols S3 - S0 and S11 - S8. Finally, 

in Section, both of these errors may be reversed (7). As a result, decimal values provide more stability 

in protecting the proposed MCU memory. As a consequence, regardless of the detected, each single 

and double error in each column, as well as multiple forms [21,22,23]of faults, may be resolved 

according to the guidelines. 

 

 

Fig 4: The image version of the MCU may be compatible with the proposed DMC 

Since the key elements of the DMC are one-way and multi-error correction using two-

dimensional labels, the proposed DMC will address problems of types 1, 2, and 3. Figure 4.6 depicts 

the error variations 4 and 5. As seen in the diagram. Each age has a range of transformational 

weaknesses. Indicate that the suggested approach would shield the memory from several MCUs in an 

interesting way. However, it is necessary to remember that for angles of types 4 and 5, errors will occur 

if the following components are present at the same time (these errors are still different). 

1) The product of the integers 0 and 2 is 2 m -1. 

2) Both variants of markers 0 and 2 are unlucky. 

More information is shown in the Fig 4 Since these two components are designed according to the 

DMC setup and default processes, H4H3H2H1H0 and H4H3H2H1H0 'are calculated as follows. 

H4H3H2H1H0= D3D2D1D0+ D11D10D9D8 

= 0110+1001 

=01111 

H4H3H2H1H0’= D3D2D1D0’+ D11D10D9D8’ 

          =1001+0110 

                       =01111 

 H4H3H2H1H horizontal symptoms may present 

∆ H4H3H2H1H0= H4H3H2H1H0’ -H4H3H2H1H0 

 =0111-0111 

 =0000 

This result means that at points 0 and 2 nothing went wrong and the memory failed. However, this 

case is rare. For example, if m = 4, the probability of a correction is incorrect. 

 
                      Fig 5: Improved performance of DMC 
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Many variables affect the tempo at which a device executes. Output can be improved by 

utilizing quicker circuit technologies to construct the processor and main memory[12,13]. Another 

option is to arrange the hardware such that many operations can be done at the same time. As a result, 

the amount of operations conducted per second increases even though the time required to execute any 

one operation remains constant. This is the fundamental idea behind machine pipelining. 

 

Fig 6: Pipelined MDMC Encoder 

The Pipelined MDMC divides the entire DMC into small units that operate concurrently 

asshown in Fig 6 and Fig 7. The DMC system[35,36] is made up of read and write operations. The 

inputted data must first be processed in order to calculate horizontal and vertical redundant bits. The 

data, as well as the vertical and horizontal redundant bits, will then be stored in memory. This is 

referred to as the write operation. The written data, as well as the calculated vertical and horizontal 

redundant bits, should then be retrieved. 

 

Fig 7: Pipelined MDMC Decoder 

 

The presence of different layers is the main reason for this. The Re-AXL blocks are used in 

this pipelined structured MDMC to calculate the horizontal redundant bits. This is far superior to the 

adder blocks used in DMC systems. This replacement aids in reducing the number of redundant bits. 

This also has another benefit. The rippling in the calculation of the horizontal bits will be reduced by 

replacing the adder with the Re-AXL block. This will also help to reduce the amount of time spent 

waiting. When the rippling is reduced, so will the power consumption. The Pipelined MDMC also 

makes use of the Encoder Reuse Technique (ERT)[6,7,8]. This is due to the fact that either encoding 

or decoding is performed at the same time, and thus the encoder can be reused in the decoding as well. 

The complexity of the pipelined structure can be reduced by modifying the ERT. However, by 

modifying this method, the system can function as both an encoder and a decoder at the same 

time[29,30]. An En (enable) signal is used to determine the mode of operation of the encoder. 

Proposed Modified-DMC: 

To improve memory efficiency, modified-DMC is proposed in this portion. This method 

employs Hamming codes and a decimal algorithm, which improves error identification and correction. 
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Block diagram of proposed modified-DMC: 

Fig 8 illustrates the proposed block diagram of modified-DMC. In this case, the encoding 

method may be thought of as writing data into SRAM cells and the decoding process as interpreting 

data from SRAM cells. The knowledge bits D are fed into the DMC encoder, which generates the 

horizontal and vertical search bits H and V. 

 When the encoding step is over, the modified-DMC code is placed in SRAM cells. In the 

register U, a duplicate of knowledge bits D is placed alongside these bits. MCUs can now arise when 

these cells are subjected to radiation. During the decoding phase, these MCUs are corrected. To 

identify mistakes, the suggested security code used a decimal algorithm. Since the decoder employs 

the ERT method, the field overhead of additional circuits is greatly decreased. 

 

 

                         Fig.8: Block diagram of modified-DMC 

 

 Encoder of modified-DMC: 

The proposed modified-DMC encoder is identical to the current DMC encoder except that it 

uses Hamming codes to calculate horizontal redundant bits. Figure 4 depicts an encoder circuit that 

employs a Hamming encoder and XOR gates. To start, an N-bit information word is used as the source 

data. This N-bit term is broken down into k-symbols of m-bits each, yielding N = k*m. These k-

symbols are grouped in a k1xk2 2-D matrix structure in such a way that k = k1xk2. Here, k1 denotes 

the number of rows and k2 denotes the number of columns. Second, for each symbol in the first row, 

the horizontal search bits are computed using Hamming codes[39]. Each symbol is regarded as a 

decimal integer in this context. Third, for each column, the vertical search bits are calculated using a 

binary exclusive OR operation. 

To understand the proposed DMC scheme, implementation of a 32-bit DMC code is explained 

as an example in Fig 8. The cells numbered from D0 to D31 are information bits. This 32-bit word (N 

= 32) is divided into eight symbols (k = 8) of 4 bits (m = 4) each. The cells numbered from P0 to P11 

are horizontal check bits and from V0 to V15 are vertical check bits. The maximum correction 

capability and the number of redundant bits are different when different values for k and m are chosen. 

For example, if k = 2x4 and m = 4, it can correct maximum of 16- bit errors and the number of 

redundant bits are 28. Therefore, the values of k and m should be selected carefully. 
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                                Fig 9: Modified-DMC encoder 

Fig 10: Logical representation of 32-bit modified-DMC 

 

The horizontal redundant bits are calculated for all the symbols in only one row. The following 

equations represent the Hamming equations to calculate the horizontal check bits. 

P0 = D3 ^ D1 ^ D0  

P1 = D3 ^ D2 ^ D0 

P2 = D3 ^ D2 ^ D1 

…….and so on Ti     the following equations are used to compute the vertical check bits. 

V0 = D0 ^ D16 

V1 = D1 ^ D17 ……… and so on the symbol “^ “indicates Binary Exclusive-OR operation. 

 

Decoder of modified-DMC: 

The decoding process is a step-by-step process that includes a syndrome converter, error 

locator, and error corrector[40]. 

Horizontal syndrome bits are computed using decimal integer subtraction, and vertical 

syndrome bits are computed using the exclusive OR service. Non-zero horizontal syndrome bits 

signify error recognition, whereas non-zero vertical syndrome[42] bits indicate error spot. The error 

corrector block uses XOR operations to correct these errors. 

The horizontal syndrome pieces are acquired in the following manner: 

▲ P0P1P2D3D2D1D0 = P0P1P2D3D2D1D0’ – P0P1P2D3D2D1D0 

▲ P3P4P5D7D6D5D4= P3P4P5D7D6D5D4’ – P3P4P5D7D6D5D4….and so on  

The vertical syndrome bits are obtained as follows: 

  S0 = V0’ ^ V0  

   S1 = V1’ ^ V1 and so on 

 The errors can be corrected by D0 correct = D0’ ^ S0 … and so on 

 
                                   Fig 11: Modified-DMC decoder 

The roles of the En signal are shown in table II. The allow signal En may be used to decide if 

the encoder must be included in the decoder. As a result, the En signal separates the encoder from the 

decoder, and it is regulated by the write and read signals in memory. 
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Table II: Function of EN signal 

 

Algorithm,Simulation and Synthesis Results: 

Algorithm programming sequentially executes standardized instructions to solve a query. The 

DMC algorithm with  32 bits. Code was written in hardware Description Language, Simulated and 

synthesized using Xilinx Vivado 2019.2 

 

Fig 12: Simulation Results from Previous System 

 

Fig 13: Simulation Results from Proposed System 

 

E    Extra circuit 

En signal Function 

   Read  signal  Write signal 

 

E      Encoder 

0 1 Encoding 

1 0 Compute syndrome bits 
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Fig 14:Hamming Code Implemented using Virtex 7 

 

 
Fig 14: Implemented design in Virtex 7 
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Fig 15: RTL Schematic of 32 bit DMC  

 
Fig 16: Technology Schematic of 32 bit DMC  
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Results Comparision for Existing Methods and Proposed Method: 

ECC Codes Area Power                                                            Delay 

 µm2 % mw % ns % 

DMC 41572.6 100 10.8 100 4.9 100 

PDS 486778.1 1170.9 2211.1 2047.2 18.7 381.6 

MC 77933.7 187.5 24.7 228.7 7.1 144.9 

Hamming 58409.4 140.5 20.5 189.8 6.7 136.7 

 

Table III: Area, delay, power analysis of DMC 

PARAMETRES EXISTING METHOD PROPOSED 

METHOD  

Latency 3.158ns 2.179ns 

Frequency 316.676MHz 458.905MHz 

Power 0.08067mW 0.01850mW 

Table IV: Comparison of Latency, Frequency and Power 

Conclusion: 

The majority of error correction codes (ECCs) are used to shield the memory in the MCU from 

corruption, but the key issue is that they must wake up and function. The matrix code (MC) for the 

encryption code for Hamming memory was recently revised. To maintain continuity, a new DMC 

name has been added. The security code employs a computer to identify, enable for the identification 

of, and fix errors. The findings demonstrated that the machines used had adequate security for big 

MCUs in memory. Furthermore, the error detecting techniques used in accessing MCU CAM are a 

smart idea since it can be implemented into the CSA to include protection controls further Comparison 

results clearly shows reduction in latency, Frequency enhancement and Low power. Simulation and 

Synthesis results shows significant decreasing in area and latency, Furthermore LVCMOS used is 1.8V 

in Vivado for Virtex-7. 
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