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Abstract 

Diabetes is a chronic disease that has the potential to become a significant global health crisis. The 

International Diabetes Federation estimates that there are currently 382 million people living with 

diabetes worldwide, and this number is expected to double by 2035 to 592 million. The disease is 

characterized by high levels of blood glucose, which can cause symptoms such as increased thirst, 

frequent urination, and increased hunger. Diabetes is also a leading cause of complications such as 

blindness, kidney failure, amputations, heart failure, and stroke. The human body turns food into 

glucose for energy, and insulin, produced by the pancreas, is necessary for cells to use glucose. In 

people with diabetes, this system does not work correctly. Type 1 and type 2 diabetes are the most 

common forms of the disease, but there are also other types, such as gestational diabetes, which occurs 

during pregnancy. Machine learning is a rapidly growing field in data science that deals with the ways 

in which machines can learn from experience. The objective of this project is to develop a system that 

can accurately predict the onset of diabetes in patients. To achieve this, the project combines the results 

of various machine learning techniques, including K nearest neighbor, logistic regression, random 

forest, support vector machine, and decision tree. The accuracy of the model using each of these 

algorithms is calculated, and the one with the highest accuracy is selected as the model for predicting 

diabetes. 
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I. INTRODUCTION 

Diabetes is a rapidly growing disease affecting people of all ages, including young adults. To 

understand diabetes and its development, it is essential to comprehend what occurs in a non-diabetic 

body. Carbohydrate foods, such as bread, pasta, rice, fruits, dairy products, and starchy vegetables, are 

the primary source of sugar (glucose) in the body. After consumption, the body breaks down these 

foods into glucose, which moves around in the bloodstream. Glucose provides energy to the brain and 

other cells in the body, and the excess glucose is stored in the liver for future use. Insulin, produced 

by beta cells in the pancreas, is required for the body to utilize glucose for energy. Insulin acts as a 

key to the cells, allowing glucose to enter the cells from the bloodstream. However, if the pancreas 

does not produce enough insulin or the body cannot use the insulin it produces, glucose builds up in 

the bloodstream, causing hyperglycemia and leading to diabetes mellitus. 

Diabetes Mellitus is characterized by high levels of sugar (glucose) in the bloodstream and urine. There 

are three main types of diabetes: Type 1, Type 2, and Gestational. Type 1 diabetes occurs when the 

immune system fails to produce enough insulin, and there is no known prevention or cure. Type 2 

diabetes results from the cells producing insufficient insulin or the body's inability to use insulin 
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correctly. This type of diabetes is caused by both genetic and lifestyle factors and affects 90% of 

individuals with diabetes. Gestational diabetes occurs in pregnant women who suddenly develop high 

blood sugar, and there is a high chance that Type 1 or Type 2 diabetes may develop after a pregnancy 

affected by Gestational diabetes. 

Common symptoms of diabetes include frequent urination, increased thirst, tiredness/sleepiness, 

weight loss, blurred vision, mood swings, confusion, difficulty concentrating, and frequent infections. 

Genetic factors are the primary cause of diabetes, with at least two mutant genes on chromosome 6 

affecting the body's response to various antigens. 

The Diabetic Report Analyzer is a machine learning- based tool that aims to address this challenge by 

analyzing EHRs of patients with diabetes. The Diabetic Report Analyzer can extract relevant 

information from EHRs, such as medications, lab test results, and clinical notes, and use this 

information to provide clinicians with insights into the patient's condition and personalized 

recommendations for treatment. 

In this report, we present the development and evaluation of the Diabetic Report Analyzer, a machine 

learning-based tool for analyzing EHRs of patients with diabetes. We describe the data sources and 

methods used to develop the Diabetic Report Analyzer, as well as the results of our evaluation of the 

tool's performance. We also discuss the potential impact of the Diabetic Report Analyzer on diabetes 

management and the challenges associated with implementing machine learning-based tools in 

healthcare. Overall, this report aims to contribute to the growing body of literature on the use of 

machine learning in healthcare and its potential to improve patient outcomes. 

 

II. LITERATURE SURVEY 

First, Yasodha et al. [1] have proposed a classification system for different types of datasets to 

determine whether a person has diabetes or not. The dataset used in this study consists of 200 instances 

with nine attributes, collected from a hospital warehouse, which are divided into two groups based on 

blood tests and urine tests. The WEKA tool is used to classify the data, and 10-fold cross-validation is 

used to evaluate the performance of the classifiers on this small dataset. Naïve Bayes, J48, REP Tree, 

and Random Tree classifiers are used in this study, and their results are compared. The study concludes 

that J48 performs the best, with an accuracy of 60.2%, compared to the other classifiers. 

The study by Aiswarya et al. [2] aims to develop a quicker and more efficient method of identifying 

diabetes by analyzing patterns in the data using classification analysis through Decision Tree and 

Naïve Bayes algorithms. By using the PIMA dataset and cross-validation approach, the study found 

that J48 algorithm has an accuracy rate of 74.8%, while the Naïve Bayes algorithm has an accuracy of 

79.5% using 70:30 split. 

Gupta et al. [3] aimed to compare the accuracy, sensitivity, and specificity of several classification 

methods in WEKA, Rapidminer, and Matlab using the same parameters. They applied JRIP, Jgraft, 

and BayesNet algorithms and found that Jgraft had the highest accuracy of 81.3%, sensitivity of 59.7%, 

and specificity of 81.4%. The study also concluded that WEKA performed better than Matlab and 

Rapidminer. 

Lee et al. [4] focused on applying the decision tree algorithm called CART on the diabetes dataset after 

applying the resample filter to handle the class imbalance problem. The author emphasized the need 

to handle the class imbalance problem to achieve better accuracy rates and to boost the accuracy of the 

predictive model during data preprocessing stage. 

 

III. METHODOLOGY 

In this section, we will discuss the different classifiers used in machine learning for predicting diabetes, 

and we will also introduce our proposed methodology for improving accuracy. We employed five 

distinct methods in this study, and their definitions are explained below. The accuracy metrics of the 

machine learning models are the output, which can then be used for prediction. 

A. Dataset Description 
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The diabetes dataset used in this study consists of 2000 cases and was obtained

 from https://www.kaggle.com/johndasilva/diabetes. The objective of the dataset is to predict, 

based on various measures, whether a patient has diabetes or not. 

 
 The dataset for diabetes contains 2000 data points, each with 9 features. 

 The feature we are interested in predicting is called "Outcome", where a value of 0 represents 

no diabetes and a value of 1 represents the presence of diabetes. 

 
 Null Values are not present in dataset. 

 
 

Proposed Architecture Diagram 

 

IV. RESULT AND DISCUSSION 

Histogram: 
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To gain a better understanding of the data distribution, we can examine the histograms. The histograms 

illustrate how each feature and label are distributed over different ranges, further underscoring the 

necessity for scaling. Additionally, whenever discrete bars are present, they indicate that the variable 

is categorical, requiring preprocessing before applying machine learning techniques. The outcome 

labels comprise two classes, namely 0 indicating the absence of disease and 1 indicating the presence 

of disease. It is crucial to handle these categorical variables and preprocess the data to ensure accurate 

and meaningful predictions. 

Bar Plot For Outcome Class 

 
Outcome Class 

The graph above indicates that the dataset is skewed towards data points with an outcome value of 0, 

which indicates the absence of diabetes. The number of non- diabetic patients is nearly double the 

number of diabetic patients. 

K- Nearest Neighbors: 

K-Nearest Neighbors (KNN) is a type of supervised learning algorithm used for classification and 

regression problems. In KNN, the K refers to the number of nearest neighbors that a data point is 

compared to in order to determine its classification. The algorithm works by calculating the distance 

between a data point and all other 

  

data points in the training set. Then, the K nearest data points (nearest neighbors) are selected based 

on their calculated distances to the query data point. Finally, the classification or regression of the 

query data point is determined based on the majority vote or average value of its K nearest neighbours. 

One of the advantages of KNN is that it is a non-parametric algorithm, meaning it does not make any 

assumptions about the distribution of the data. Additionally, KNN is a simple and easy to understand 

algorithm. However, one of the main disadvantages of KNN is that it can be computationally expensive 

and slow for large datasets, especially when calculating the distance between all data points. 

Moving on to the k-Nearest Neighbor (k-NN) algorithm, it is considered one of the simplest machine 

learning algorithms. The model building process involves only storing the training dataset. When a 

new data point needs to be predicted, the algorithm searches for the nearest neighbors in the training 

dataset. These neighbors are the data points that are closest to the new data point. 

 
Support Vector Machine: 

The SVM classifier is a popular algorithm that is used for classification tasks. It works by creating a 

hyperplane that maximally separates the classes by adjusting the distance between the data points and 

the hyperplane. The distance between the data points and the hyperplane is determined using kernel 

Training Precision 0.82 

Testing Precision 0.79 

 



 

Industrial Engineering Journal 

ISSN: 0970-2555   

Volume : 52, Issue 8, No. 1, August : 2023 
[ 

UGC CARE Group-1,                                                                                                                 38 

functions, which are a set of mathematical functions used to transform the data into a higher- 

dimensional space. There are several types of kernels, such as linear, polynomial, and radial basis 

function (RBF), which are used to decide the hyperplane. The SVM classifier has been widely used in 

various applications, such as image classification, text classification, and medical diagnosis. 

Support Vector Machine (SVM) is a popular supervised machine learning algorithm used for 

classification and regression analysis. SVM tries to find the best possible boundary between the data 

points of different classes by creating a hyperplane in a high-dimensional space. The objective is to 

maximize the margin, which is the distance between the hyperplane and the closest data points from 

each class. 

The SVM algorithm can handle linear and non-linear classification problems by using different kernel 

functions such as linear, polynomial, and radial basis function (RBF). The kernel function transforms 

the data into a higher- dimensional space, where it is easier to separate the classes. SVM is known for 

its ability to handle complex datasets with a large number of features. It is widely used in various 

applications such as image classification, text classification, and bioinformatics. SVM has also been 

used in medical applications, including the prediction of diabetes and cancer diagnosis. 

  

V. CONCLUSION AND FUTURE WORK 
The primary goal of this study is to develop and implement a machine learning-based method for 

diabetes prediction and to evaluate its performance. The proposed method involves the use of SVM, 

KNN, and logistic regression algorithms. This approach could potentially provide clinicians with a 

useful tool for making better decisions regarding disease status. Early detection of diabetes is a crucial 

medical issue, and this study aims to systematically design a system that can accurately predict the 

disease. The study evaluates the performance of five different machine learning classification 

algorithms using various measures, with experiments conducted on the John Diabetes Database. In the 

future, the designed system and classification algorithms could potentially be applied to other diseases. 

The study also suggests that the system could be improved and extended by automating diabetes 

analysis with other machine learning algorithms. The researchers hope that the system will achieve an 

accuracy rate of over 98%. 
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