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Abstract 

         Predictive analysis has become a critical component for future prediction as the area of Ma-

chine Learning has advanced. We know that regression algorithms play an important part in future 

prediction. However, it is uncertain which regression model generates the best accurate predic-

tions. We have used a variety of regression models in the research, including linear regression, 

polynomial regression, and logistic regression. to conduct a comparative analysis for the prediction 

of the most common diseases in India they are COVID-19, Cardiovascular Disease, Diabetes, and 

Liver Cancer. This analysis indicates which regression model is best suitable for accurately fore-

casting the particular disease and as a result, this prediction also aids in implementing adequate 

measures to avoid the diseases in the future. 

Index Terms: Linear Regression, Polynomial Regression, Logistic Regression, R^2, MSE, MAE, 

RMSE.  

1. Introduction 

A systematic method for comparing objects and identifying similarities and differences is compar-

ative analysis. A comparative study explains whether data or procedures differ and are related with 

one another. This provides context for the analysis, allowing you to observe the distinctions and 
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parallels in the relationships among data sets more easily. An auto manufacturer might, for in-

stance, evaluate the safety specifications of two or more kinds to figure out how they influence 

sales or whether certain elements need to be upgraded. Such a study might include comprehensive 

information on each feature as well as historical information to contrast the functionality of each 

feature. An effective comparative study also helps a business come up with strong justifications 

for implementing the comparison. Comparative research may compare indirect and direct rivalry 

in order to develop a comprehensive understanding of a market. This method uses quantitative 

data to provide complete data gathered from an extensive population. Examples of comparative 

analysis include: 

• Pattern analysis: To make predictions or uphold probability, one must be able to   recognize 

patterns of behavior or trends.  

• Data filtering: Analyzes group data to find and extract data subsets. 

• Decision tree: Analyzes the benefits and drawbacks of a decision by examining its impacts and 

risks. 

Performance evaluation indicators were employed to conduct comparison study. Accuracy on 

training data is crucial, but obtaining a true and approximative answer for unknowable data is just 

as crucial; else, the system is useless. So, in order to build and deploy a generic model, we must 

evaluate it against a variety of metrics. This allows everyone to maximise performance, fine-tune 

the model, and obtain superior results. To Regression analysis use statistical methods to determine 

the relationship among between one or more “independent variables” and just one particular “de-

pendent variable”. The criteria's calculated value is created by successively merging the predictors. 

The three most popular regression models in machine learning are shown here and used for pre-

diction. They are Linear Regression, Polynomial Regression and Logistic Regression. 

The word "prediction" has many different meanings and is not usually associated with predicting 

a future event. In other cases, it might mean looking for trends in previous data and making judge-

ments based on that research. Many other fields, including banking, healthcare, and education, can 

benefit from this. Organizations could use analytics to identify similarities in existing statistics and 

use those patterns to inform decisions about their operations, clients, and product. Hence, "predic-

tion" can refer to both making educated guesses about what might occur in the future as well as 

examining historical data to learn further about past events. The term "prediction" refers to the 

result of a machine learning technique which was trained on a previous dataset and then used with 
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fresh data to determine that likelihood of a definite conclusion, like if a client would leave in 30 

days. Because future events are fundamentally unpredictable, providing guaranteed exact infor-

mation about the future is impossible. Prediction can be useful in developing plans for prospective 

developments. 

Due to the status of the environment today as well as the way life exists, they are now subject to 

an extensive variety of disorders. To prevent such disorders from getting worse, it is essential to 

identify and predict them in the earliest stages. It aids in the detection of trends and the prevention 

of disease transmission. Predictive analytics in healthcare may enhance healthcare quality, collect 

more clinical data for personalized treatments, and correctly identify an individual patient's medi-

cal condition. 

Despite of commendable development in the healthcare industry, there are many dangerous dis-

eases in India that are still prevalent. By predicting these diseases, we can reduce the disease in 

the future by taking proper measures. 

 COVID-19 (Corona Virus)  

 Cardiovascular Diseases (CVD) 

 Diabetes.  

 Liver Cancer 

 

 

Fig: Pie chart analysis 
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2. Related Work 

We looked into papers that used diverse algorithms to predict illness, such as KNN, linear regres-

sion, SVM, Nave Bayer, polynomial regression, logistic regression, and Random Forest. When all 

of these methods are compared, the linear regression, polynomial regression, and logistic regres-

sion algorithms produce the most accurate results. 

 

We also conducted study on the dataset collection from our Literature Survey, and we discovered 

that the majority of the datasets are linear, resulting in lower accuracy. So, in our study, we ac-

quired non-linear datasets from Kaggle, which offered us improved illness prediction performance. 

We also encountered that most performance evaluations were based on accuracy, which might not 

always be accurate.  

As a consequence, in our project, we considered the following performance evaluation metrics for 

disease prediction, as by considering the most appropriate algorithms for various diseases, “R-

square”, “Average Absolute Error”, “Root Mean Square Error”, and “Root Mean Square Error 

provided us with the results. 

The performance evaluation measures allow us to make more accurate predictions. Even if the 

accuracy is significant, the error rate is extremely high, indicating that the model employed is 

unsuitable for disease prediction. 

 

Based on MAE, MSE, RMSE and R-square performance evaluation metrics, we can forecast 

which regression model is most suited for disease prediction. 

3. System Design & Implementation 
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Fig: Work flow Diagram 

 

Dataset:  

First we have to collect the relevant data according to our problem, after that we have to filter the 

necessary data which is suitable for our experiment. We have to select the useful attributes in the 

data set. 

 

Preprocessed data:  

After obtaining the data from the database, we must preprocess it before training it. In this stage, 

we use several preprocessing approaches to remove any noisy or null values from the data. 

• Training dataset: The machine learning algorithm uses this portion of our original data to find 

and learn patterns. This assists in moulding our model. 

• Testing dataset: After creating your machine learning algorithm (utilizing data for training), 

you'll need to test it using information that's never been seen before. Testing data can be used to 

evaluate the success and growth of the training of your algorithms, as well as to change or improve 

them for better results. 

Models Implementation: 
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Several models are trained as part of our endeavor to conduct comparative analysis for the identi-

fication of the most prevalent diseases in India. We looked at widespread regression Use methods 

like logistic regression, polynomial regression, and linear regression for comparative analysis. 

1. Linear Regression 

Linear regression is the most basic and often used machine learning method. Predictive analysis is 

performed using statistics. For continuous, real, or quantitative variables like sales, wages, age, 

and price of items, among others, linear regression forecasting is one option. 

A statistical technique known as "linear regression" demonstrates a linear relationship between 

one or more independent (y) variables and a dependent (y) variable. Since there is a linear rela-

tionship between the two variables, linear regression is used to calculate the value of the dependent 

variable's change in relation to the independent variable's value. A linear regression can be con-

ceptualized mathematically as: 

a= z0+z1t+ e 

a = “Dependent Variable” (Target Variable) 

t = “Independent Variable” (predictor Variable) 

z0 = “Intercept of the line” (Gives an additional degree of freedom) 

z1 = “Linear regression coefficient” (scale factor to each input value). 

e = “Random error value” 

 

Fig: Linear Regression 

2. Polynomial Regression 
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       An nth degree polynomial is used in the regression technique known as "polynomial regres-

sion" to illustrate the relationship among a dependent (y) and an independent variable (x). The 

equation for polynomial regression is as follows: 

                        a= z0+z1x1+ z2x1
2+ z3x1+...... znx1

n 

 

 

Fig: Polynomial Regression 

 

Multiple Linear Regression converted into Polynomial Regression by adding additional polyno-

mial terms. It is a linear model that has undergone modifications to increase precision. The poly-

nomial regression training set is a non-linear dataset and whereas linear regression model uses 

non-linear functions and datasets. The original features are transformed into polynomial features 

in polynomial regression. 

 

3. Logistic Regression 

Logistic regression is one of the most popular supervised machine learning algorithm. Based on 

the independent factors, categorical variables are predicted and outcome is a categorical value. 

Logistic Regression is depicted in equation as follows: 

                        log[a/1-a]= z0+z1x1+ z2x2+ z3x3+......+ znxn 
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Fig. Logistic Regression Graph 

Here, the odd ratio is (y/1-y). The probability of achievement will always be greater than 50% 

when the logarithm of odd ratio is shown to be positive. 

Logistic regression fitted to "S" curved logistic function, and it forecasts two maximum values, 

(“0 or 1”). 

Prediction Result:  

Following training, we will assess the altered data to assess the “accuracy” of the algorithm. 

Comparison study of the regression based on the anticipated values. Accuracy for trained 

data is crucial, but it's just as important to have an accurate answer for unlabeled data; else, 

the model is useless. Hence, we must evaluate the model on a number of criteria before 

building and deploying a general model. This allows us to improve the performance, fine-

tune the model, and obtain better results based on the performance evaluation metrics that 

are “Mean Square Error”, “Root Mean Square Error”, and “R Squared Error”. 

    1. Mean Absolute Error (MAE) 

It is simple to calculate the actual disparity between the actual and expected values using the 

MAE metric. calculating the mean error and absolute error (the discrepancy between both 

the actual and projected numbers). To calculate MAE, calculate sum all the errors and di-

vided them by both the number of observations in total. 

Notation: MAE = (1/x) * ∑|ai - bi| 
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 Σ: “Summation Symbol” 

 ai: “Actual value of the ith observation” 

 bi: “Calculated value of the ith observation” 

 x: “Total number of observations” 

2. Mean Squared Error (MSE) 

The MSE is used to calculate the squared variance between the actual and projected values. 

The benefit of MSE is that we were able to avoid cancelling negative words by using 

square. 

Notation: MSE = (1/a) * Σ(ai-bi)2 

     Where: 

 ai: “Actual value of the ith observation” 

 bi: “Calculated value of the ith observation” 

 a: “Total number of observations” 

3. Root Mean Squared Error (RMSE) 

The square root operation is done on the MSE. 

                    Notation: RMSE = √[ Σ(ai – bi)2 / a ] 

                  where: 

 Σ: Summation Symbol 

 ai: “Predicted value” of the ith observation 

 bi: “Observed value” of the ith observation 

 a:sample size 

 

4. R Squared (R^2) 

The R2 score is a parameter that shows “how well your model fared instead of the precise 

loss” for the number of wells it performed. We have shown that MAE and MSE are both 

context-dependent, whereas R2 score is context-neutral. R-squared values range from zero 

to one and can be expressed as percentages between zero and one hundred. 

              Notation: R^2=1−(ASS/BSS) 

            Where: 
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 ASS: Sum of Squares due to Regression. 

 BSS: Total Sum of Squares. 

 

4. Results 

 

Comparative analysis of Regression algorithms for COVID-19 prediction  

 

Table 1: The Results obtained for COVID–19 disease  

We can infer from the data above that the Logistic Regression provides reliable predictive perfor-

mance for the COVID-19 illness. 

Because, when compared to other regression methods, Logistic Regression has the lowest error 

rate. Although the accuracy was poor in comparison to other algorithms, the error rate was also 

low.  

As a consequence, the results provided by this algorithm have the best chance of being correct. 

Polynomial Regression has the best accuracy of 99.54% when compared to the other regression 

methods. However, the error rate is relatively high when compared to Logistic Regression. 
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The research also indicates that the R - squared for Logistic Regression is 0.958, which is closer 

to one. This shows that our model is the best fit for predicting COVID-19.     

 

Comparative analysis of Regression algorithms for Liver Cancer prediction 

 

Table 2: The Results obtained for Liver cancer disease  

We can conclude from the comparative analysis shown above that polynomial regression yields 

reliable forecasts for liver cancer. 

 In contrast to the other regression methods, Polynomial Regression predicts Liver Cancer with 

the best accuracy of 76.147%, followed by logistic regression with 71.741% and linear regression 

with 70.716%.  

This is due to the fact that the Liver Cancer data was non-linear. Our study suggests that the R2 

value for Polynomial Regression is 0.761, which is closer to one. 

 This indicates that the Polynomial Regression method is most suited for forecasting Liver Cancer. 

MAE, RMSE and MSE are all closer to zero when compared to other regression procedures. The 
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error rate for logistic regression was also relatively low when measured against other linear and 

polynomial regression methods. 

 

 

Comparative analysis of Regression algorithms for Cardiovascular prediction 

 

 Table 3: The Results obtained for heart disease  

We may conclude from the comparative analysis shown above that Polynomial Regression offers 

accurate findings for heart disease prediction. 

In contrast to the other regression techniques, Polynomial Regression has the best accuracy of 

76.147% for Liver Cancer prediction, followed by logistic regression at 71.741% and linear re-

gression at 70.716%.  

This is solely because the Liver Cancer data was non-linear. Our research shows that the R2 value 

for Polynomial Regression is 0.761, which is closer to one.  
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This implies that the Polynomial Regression technique is most suited for predicting Liver Cancer. 

When compared to other regression techniques, the values of MAE, MSE, and RMSE are closer 

to zero. When compared to other Linear and Polynomial Regression techniques, Logistic Regres-

sion had a relatively low error rate. 

 

 

 

Comparative analysis of Regression algorithms for Diabetes prediction 

 

Table 4: The Results obtained for Diabetes disease  

We can conclude from the data that above Logistic Regression offers accurate diabetes prediction 

results. 

In contrast to the other regression techniques, Logistic Regression predicts Diabetes with the best 

accuracy of 80.208%, followed by Polynomial Regression with 42.98% and Linear Regression 

with 29.631%.  
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Our research shows that the R square for Logistic Regression is 0.094, which is closer to zero. As 

a result, Logistic Regression is the best match for diabetes prediction. When compared to other 

regression methods. 

 Logistic Regression has exceptionally low Values of 0.197, 0.197, and 0.444 for the MAE, MSE 

and RMSE. Thus, the best fit for diabetes prediction is logistic regression. 

 

5. Conclusion & Future Scope 

 

By the analysis of Table 1, we can conclude that the Logistic Regression gives accurate prediction 

results for the COVID-19 disease. Because, the Logistic Regression has the lowest error rate com-

pared to other regression algorithms. Even though the accuracy was low when compared to other 

regression algorithms, the error rate was also relatively low. As a result, the outcomes produced 

by this algorithm have the highest possibility of producing accurate results. In comparison with 

the other regression algorithms Polynomial Regression gives highest accuracy as 99.54%, but the 

error rate is very high compared to Logistic Regression. The analysis also reveals that Logistic 

Regression had R^2 value is closer to 1 which is 0.958. This indicates that our model is the best 

fit for COVID-19 prediction. 

 

              By the analysis of Table 2, we can conclude that the Polynomial Regression gives accurate 

prediction results for the Liver Cancer. In comparison with the other regression algorithms Poly-

nomial Regression gives highest accuracy as 76.147% for Liver Cancer prediction followed by 

logistic regression as 71.741% and linear regression as 70.716%. This is only because of the Liver 

Cancer data was non-linear data. Our analysis reveals that Polynomial Regression had R^2 value 

is closer to 1 which is 0.761. This indicates that Polynomial Regression algorithm is the best fit 

for Liver Cancer prediction. The values of MAE, MSE, RMSE are closer to 0 compared to other 

regression algorithms. The error rate was also very low for Logistic Regression while comparing 

with other Linear and Polynomial Regression algorithms.  
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              By the analysis of Table 3, we can conclude that the Logistic Regression gives accurate 

prediction results for the cardiovascular disease. In comparison with the other regression algo-

rithms, Logistic Regression gives highest accuracy as 85.050% for cardiovascular disease predic-

tion followed by Polynomial Regression as 62.275% and Linear Regression as 61.466%. In addi-

tion, our analysis shows that the Logistic Regression algorithm has the lowest error rate, with 

MAE, MSE, and RMSE of 0.149, 0.149, and 0.386 respectively, when compared to the Linear 

Regression & Polynomial regression algorithms. According to the analysis, the R2 value for such 

a logistic regression is negative but also gets closer to 1. By the analysis of Table 4, we can con-

clude that the Logistic Regression gives accurate prediction results for the Diabetes. In comparison 

with the other regression algorithms, Logistic Regression gives highest accuracy as 80.208% for 

Diabetes prediction followed by Polynomial Regression as 42.98% and Linear Regression as 

29.631%. Our analysis reveals that Logistic Regression had R^2 value is closer to 0 which is 0.094. 

This indicates that Logistic Regression is the best fit for diabetes prediction. As compared to other 

regression algorithms, the MAE, MSE, and RMSE values for Logistic Regression are similarly 

quite low at 0.197, 0.197, and 0.444 respectively. This indicates that the greatest match for diabetes 

forecasting is logistic regression. 
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