
 

Industrial Engineering Journal 

ISSN: 0970-2555   

Volume : 52, Issue 8, No. 4, August : 2023 
 

UGC CARE Group-1,                                                                                                                 77 

A REVIEW ON TEXT MINING TECHNIQUES 

 

Dr.S.Rizwana1,Assistant Professor and Head, Department of Computer Science ,Erode Arts and 

Science College,Erode.  

Mrs. N.Sasikala2, Assistant Professor and Head, Department of Computer Science ,Erode Arts and 

Science College,Erode.  

 

Abstract  

The massive quantity of information or data deposited in amorphous texts cannot simply be used for 

next processing by computers, which classically maintain text as simple sequences of character 

strings. Therefore, specific pre-processing methods and algorithms are essentially in order to mine 

useful patterns. Text mining states generally to the process of extracting required information and 

knowledge from unstructured text. In this paper, we converse text mining as a young and 

interdisciplinary field in the intersection of the related areas information retrieval, machine learning, 

statistics, computational linguistics and especially data mining. We designate the main study tasks 

pre-processing, classification, clustering, information extraction, visualization and analyse and 

display a amount of successful applications of text mining. 

 

Key words: Text Mining, Information Extraction, Information Retrieval, Natural Language 

Processing, Clustering, Text Summarization. 

 

1. Introduction 

Data is information that has been translated into a form that is efficient for movement or processing. 

Relative to today's computers and transmission media, data is information converted into binary 

digital form. It is acceptable for data to be used as a singular subject or a plural subject. Text mining 

is the process of mining significant information or knowledge or patterns from the available 

unstructured text documents. Text mining can be categorized as text categorization, text clustering, 

association rule extraction, and text visualization. They are discussed in the following sub-sections 

(7) .It projected that up to 80% of professional data comprises of unstructured facts such as text. Text 

mining permits businesses to extract more valuable information from the unstructured text generated 

every day in email messages, social media posts, customer service tickets, chatbots and other 

sources. Without an automated process, it can be extremely time-consuming or even impossible to 

analyze all this information. Automatic processing of text documents can also produce more accurate 

and consistent information. Text mining can help businesses quickly discover and respond to 

problems in manufacturing or customer service, anticipate competitive threats and provide more 

personalized customer service. 

Today the internet has massive amount of text in the form of digital libraries, repositories, and other 

textual information such as blogs, reports, reviews, news, social media network and e-mails.    It  is  

difficult  task  to  find  out  appropriate patterns and trends to extract important knowledge from this 

large  volume  of  data.[3], The financial segment generates a vast amount of data like customer data, 

logs from their financial products, transaction data that can be used in order to support decision 

making, together with external data, like social media data and data from websites[5].The following 

table 1 shows the Data Generated rate from various sectors during the year 2010 to 2023. 

Table1: The Data Generated rate from the year 2010 to 2023 

SNO 
Year Data Generated Each Year Equate Above Forgoing Year 

1 2010 2 zettabytes - 

2 2011 5 zettabytes 3 zettabytes 

3 2012 6.5 zettabytes 1.5 zettabytes 
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4 2013 9 zettabytes 2.5 zettabytes 

5 2014 12.5 zettabytes 3.5 zettabytes 

6 2015 15.5 zettabytes 3 zettabytes 

7 2016 18 zettabytes 2.5 zettabytes 

8 2017 26 zettabytes 8 zettabytes 

9 2018 33 zettabytes 7 zettabytes 

10 2019 41 zettabytes 8 zettabytes 

11 2020 64.2 zettabytes 23.2 zettabytes 

12 2021 79 zettabytes 14.8 zettabytes 

13 2022 97 zettabytes 18 zettabytes 

14 2023 120 zettabytes 23 zettabytes 

15 2024 147 zettabytes 27 zettabytes 

16 2025 181 zettabytes 34 zettabytes 

 

Table 2: The Type of Data Generated rate 

 

 

 

 

 

 

 

 

 

 

The above table 2 displays different types of data and rate. The Snap chat is the multimedia 

messaging Application; It is that pictures and messages are usually only available for a short time 

before they become inaccessible to their recipients. Highest Data’s or Zeta bytes Data’s are 

generated by Snap chat In 2020, the amount of data on the internet hit 64 zeta bytes. A zeta byte is 

about a trillion gigabytes. One way to estimate the size of the Internet is to look at the amount of 

information created, captured, copied, and consumed on the web. Streaming, downloading, and 

watching videos (YouTube, Netflix, etc.) and downloading or streaming music (Pandora, iTunes, 

Spotify, etc.) dramatically increases data usage. 

 In zeta bytes, that equates to 120 zeta bytes per year, 10 zeta bytes per month, 2.31 zeta bytes per 

week, or 0.33 zeta bytes every day. The amount of data generated annually has grown year-over-year 

since 2010.In fact, it is estimated that 90% of the world's data was generated in the last two years 

alone. In the space of 13 years, this figure has increased by an estimated 60x from just 2 zeta bytes in 

2010.The 120 zeta bytes generated in 2023 is expected to increase by over 150% in 2025, hitting 181 

zeta bytes. Video is responsible for over half (53.72%) of all global data traffic and social media is 

brimming with video content. TikTok is entirely based on videos and continues to grow its user base 

year-over-year. While Facebook has evolved to the point where 51% of content shared on the 

platform is video-based. Although public data related to Snap chat is limited, it is estimated that each 

snap sent requires 1MB, many of which are videos. 

 In this paper we describe text mining as a truly interdisciplinary method drawing on information 

retrieval, machine learning, statistics, computational linguistics and especially data mining. We first 

give a short sketch of these methods and then define text mining in relation to them. Later sections 

survey state of the art approaches for the main analysis tasks pre-processing, classification, 

SNO Data Type Data Generated % 

1 Video 53.72%)  

2 

social 

media, 

TikTok 
67.45% 

3 Facebook 51%  

4 Snapchat 70.02% 



 

Industrial Engineering Journal 

ISSN: 0970-2555   

Volume : 52, Issue 8, No. 4, August : 2023 
 

UGC CARE Group-1,                                                                                                                 79 

clustering, information extraction and visualization. The last section exemplifies text mining in the 

context of a number of successful applications. 

Andreas Hotho, Andreas Nürnberger, and Gerhard Paaß 

A Brief Survey of Text Mining 

Andreas Hotho, Andreas Nürnberger, and Gerhard Paaß 

A Brief Survey of Text Mining 

 

2. Related Works 

The analysis of the data with data mining algorithms can be supported by databases and thus the use 

of database technology in the data mining process might be useful [1]. The  unstructured text  

documents from  various source  contains huge  amount of information  which are  not to  be used for  

any processing to extract useful information. Text mining is the process of extracting significant 

information or knowledge or patterns from the available unstructured text documents. Text  mining  

tasks  includes  text  categorization,  text  clustering,  document  summarization  and  sentiment 

analysis.[2]In the present time, text mining helps the business organization to analyse the vast text 

document and extract valuable data from this text. This study has adopted the secondary qualitative 

data collection methods and from this secondary data, this study has conducted the thematic analysis 

to find the authentic result [4]. Finacle Connect (2018) indicates the top 10 technologies for financial 

industries, including the rise of API economy, cloud business enablement; block chain for banking, 

and usage of artificial intelligence.  In order to adapt to the economic environment, decision-makers 

across the public and private sectors require accurate forecasts of the economic outlook [6]. The 

second research question was answered by providing the analysis of techniques for text mining in the 

financial sector. Analysis of big amounts of data represents the transition to analytic-driven business, 

conducted by big companies, small enterprises or research teams, in order to identify significant 

information and transform it into new knowledge. Text analytics or text mining of big data, 

conducted by various techniques (keyword extraction, named entity recognition, gender prediction, 

sentiment analysis, topic extraction, and social network analysis) has moved from research centres to 

real-world institutions, such as financial and banking institutions. The third research question was 

answered by the analysis of data sources used for text mining techniques. Results revealed that most 

of the research focuses on external data sources, such as news and online media posts for the purpose 

of stock market predictions, and fraud detections. The number of research studies using internal data 

sources is low. Therefore, the utilization of internal data sources will be a rich source of future 

research with both theoretical and practical contributions. Various research using internal text 

sources, such as emails, corporate wikis, financial statements, and project reports could be useful for 

various purposes, such as human resource management, internal audit, and customer relationship 

management. 

 In addition, various multimedia files could also be the high-value additional component of text 

mining analysis (Pouli et al., 2015 [81]; Stai et al., 2018 [82]; Ma et al., 2011 [83]).The main 

limitation of our work is the usage of bibliometric approaches to the literature analysis,which has 

certain limitations. By selecting the database for studies search (Web of Knowledge), specific studies 

remain invisible to this analysis (Batistiˇc et al., 2017 [12]). Research results also generate several 

paths for future research directions. First, more up-to-date outlook to the usage of text mining in 

finance could be attained with the use of so-called “grey” literature sources, such as case studies, 

corporate reports, and text-mining software projects ( Adams et al., 2017 [84]). Second, usage of text 

mining in finance should be reviewed according to different decisions that are made based on its 

results (e.g., tactical, operational and strategic decisions). Taxonomy of various decisions based on 

text mining in finance could be developed in order to support decision making in a more effective 

manner, following the work of Gray et al. (2014) [18].Third, characteristics of organizations that 

have implemented text mining in their business processes should be investigated, with the goal of 

identifying best-practice approaches, but also obstacles that stand on the way to the successful 
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implementation of text mining in finance. Finally, more in-depth for text mining in finance should be 

conducted, focusing more on the internal documents as the domain of the analysis. 
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 A huge amount of text is flowing over the internet in the form of digital libraries, repositories, and 

other textual information such as blogs, social media network and e-mails [1]. An amount of text is 

flowing over the internet in the form of digital libraries, repositories, and other textual information 

such as blogs, social media network and e-mails [8].challenging task to determine appropriate 

patterns and trends to mining. Extract valuable knowledge from this large volume of data [2It is 

challenging task to determine appropriate patterns and trends to extract valuable knowledge from this 

large volume of data [9].  

Text mining is a process to extract interesting and significant patterns to explore knowledge from 

textual data sources [3]. Text mining deals with natural language text which is stored in semi-

structured and unstructured format [4]. Text mining techniques are continuously applied in industry, 

academia, web applications, internet and other field Text mining techniques are continuously applied 

in industry, academia, web applications, internet and other fields [12]. [14] presented innovative and 

efficient pattern discovery techniques. They used the pattern evolving and discovering techniques to 

enhance the effectiveness of discovering relevant and appropriate information. They performed 

BM25 and vector support machine based filtering on router corpus volume 1 and text retrieval 

conference data to estimate the effectiveness of the suggested technique. [15] Performed various 

experiments of classification using multi-word features on the text. They proposed a hand-crafted 
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method to extract multi-word features from the data set. To classify and extract multi-word text they 

divide text into linear and nonlinear polynomial form in support of vector machine that improve the 

effectiveness of the extracted data techniques. They used the pattern evolving and discovering 

techniques to enhance the effectiveness of discovering relevant and appropriate information. They 

performed BM25 and vector support machine based filtering on router corpus volume 1 and text 

retrieval conference data to estimate the effectiveness of the suggested technique. [15] Performed 

various experiments of classification using multi-word features on the text. They proposed a hand-

crafted method to extract multi-word features from the data set. To classify and extract multi-word 

text they divide text into linear and nonlinear polynomial form in support of vector machine that 

improves the effectiveness of the extracted data. 

 

Different text mining techniques are available that are applied for analysing the text patterns and 

their mining pro-cess [16].Information Extraction systems are used to extract specific attributes and 

entities from the document and establish their relation- ship [18].IE systems are used to extract 

specific attributes and entities from the document and establish their relation-ship. There is a close 

relationship in text mining and information retrieval for textual data. In IR systems, different 

algorithms are used to track the user’s behaviour and search relevant data accordingly [19]. 

Conclusion 

 

By reviewing 50 papers, this paper aims to provide answers to the three research questions, and for 

that purpose, a qualitative analysis of literature has been conducted using a systematic literature 

review, citation, and co-citation investigation. The first research question was answered using the 

biometric analysis. The most important studies with the highest number of citations in the field have 

been identified, and a brief overview of the themes is given. In addition, papers that are the source of 

the field have been presented prior to the critical connection with recent studies identified. Based on 

this, the paper contributed to the existing literature through an overview of the most significant 

studies published in the Web of Science databases. Research trends have been identified as well. 

After reviewing the papers, it is possible to conclude that the research focus is on stocks price 

prediction, financial fraud detection and market forecast utilizing online text mining. The research 

results reveal that the current research trends of text mining are related to the need to analyse large 

amounts of data on websites and pages on social media, and to identify and test various text-mining 

techniques. 
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