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Abstract - Traditional supply chain management in the 

present day faces a number of difficulties, including 

those related to Purchase Probability, Sales Forecasting, 

and Product Recommendation. The majority of research 

papers provide solutions to specific sets of problems. To 

address these issues, a solution is provided that compares 

the most effective models when used in combination with 

a supply chain system. The proposed solution consists 

multitude of ML algorithms such as Random Forest, 

Gaussian Naive Bayes, Lasso Regressor, XGBoost, 

Apriori, FP-Growth, KNN, K-Means, and Bayesian 

Linear Regressor. Real-time Sales Data is used for the 

prediction and analysis of the supply chain system. 

Comparison of different algorithms have been evaluated 

and the most efficient algorithm among them is attained. 

 

Keywords— Sales Forecasting, Product Recommendation, 

Purchase Probability, Supply Chain System, Machine 

Learning, Optimization. 

 

I. INTRODUCTION 

A supply chain is a network of relationships that 

enables distribution of various goods and services both 

locally and globally. The supply chain employs an 

enumerated structure made up of an effective system 

and beneficial information based media to validate the 

delivery of products from raw materials to final 

consumers. Nowadays, still many of the manufactures 

and vendors use out dated techniques to communicate 

with demand and supply problems [1]. 

A subfield of artificial intelligence (AI) and computer 

science called machine learning concentrates on using 

data and algorithms to simulate how humans learn, 

gradually increasing the accuracy of the system. 

Machine learning is currently being implemented in the 

supply-chain industry to facilitate the necessities of 

modern businesses [2]. 

Machine learning's significance in supply chain 

management is as follows: 
 Predict sales demand according to previous 

data. As a consequence, the Inventory can be 

better maintained in accordance with 

customer demand. 

 Recommending products based on customers' 

past purchasing patterns which results in 

enhancing the sales. 

 Purchase probability of customers based on 

the purchasing patterns results in maintaining 

profitable businesses. 

[3, 4]Hence the ML techniques provide smooth and 

efficient supply chain process in modern systems. 

Therefore, the paper studies various Machine Learning 

algorithms which are extensively used for demand and 

supply communication. The goal of this research is to 

identify the optimum algorithms when evaluated 

against the competition and provides resonant solution. 

II. RELATED WORK 

The applications of machine learning are discussed in 

[5]. It implies that demand planning and prediction and 

production are the main uses of machine learning in the 

supply chain. Compared to clustering, RL, and 

classification, the use of ML Regression models in 

demand planning is greatest, at above 45%. With a 

percentage rate of almost 30%, demand planning and 

prediction is where classification ML models are used 
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most frequently. According to the poll, supervised 

machine-learning algorithms outperform other types of 

machine-learning algorithms such as unsupervised 

Learning and Reinforcement Learning by a margin of 

more than 70%. An analysis of demand forecasting in 

[6] compares the Naive Bayes, Decision Tree, and 

KNN algorithms. The study provides an overview of 

the performance and bias of the models. Naive Bayes 

Classifier achieves an overall accuracy score of 

58.92%, which is the highest compared to the other two 

algorithms, which earn accuracy scores of 28.57% and 

35.71% for DT and KNN, respectively. [7] uses 

ensemble learning methods to predict the likelihood 

that consumers will buy retail sales items. It is 

discovered that combining XGBoost, RF, and CNN 

increases their effectiveness in comparison to using 

each model separately. The highest efficiency obtained 

by combining all three algorithms (CNN+XGB+RFC) 

was 87.82%. The proposed ensemble approach 

produced the highest accuracy of all, at 88.84%. The 

RFC+XGB combination among them produced a score 

of 78.9%, which is also respectable when you consider 

regional and small-scale businesses.  
[8] The article uses a variety of methods and models 

from the literature review to categorize the demand 

sensing requirement. Regressive models for demand 

forecasting, including ARIMA, NARX, XGBoost, DT, 

and RF, are also covered, along with how these models 

can be revised and modified for the best results. The 

forecasting and the procurement in SCM are both the 

main topics of the article. The ECNN model produced 

the best and most precise outcomes out of all the 

demand management algorithms offered. 
[9] sheds light on how machine learning applications 

can be used to forecast demand and how this could 

ultimately help to increase the efficiency and 

effectiveness of the supply chain system. It examines 

how machine learning and data analytics are used in 

business sectors, as well as the factors that lead to 

disruptions. 

III. DATASET DESCRIPTION 

This dataset was gathered from a food production 

business with the intention of predicting purchase 

likelihood. It has 18 columns and 12330 rows. Table 

1is a description of this dataset's attributes. 

Table 1 - Prediction Dataset 

Characteristic Characterization 

Administrative 

This is the total number of pages the user 

visited that were of this category 

(administrative). 

Revenue 
a Boolean indicating whether the customer 

finished the transaction or not. 

Administrative_

Duration 

This reflects the amount of time spent on 

sites in this category. 

Informational 
The user viewed these many pages of this 

kind (informational pages). 

Informational_D

uration 

This represents the time spent on sites in 

this category. 

Weekend 
Whether the session is on a vacation is 

indicated by a Boolean. 

VisitorType 

A string indicating whether a user is a first-

time visitor, a returning visitor, or 

something 

Browser 
A number that represents the user's browser 

when they viewed the website. 

Month 
Incorporates the pageview's month in string 

form. 

SpecialDay 

This value indicates how close the browsing 

date was to notable occasions or holidays 

(such as Mother's Day or Valentine's Day), 

when it was more likely that the transaction 

would be completed. Below is more 

information on the formula used to 

determine this value. 

OperatingSyste

ms 

An integer value that represents the user's 

operating system at the time the page was 

viewed. 

TrafficType 
An integer value that indicates the user's 

traffic classification. 

PageValues 
The successful completion of an online 

purchase. 

ExitRates 
The proportion of website pageviews that 

end on that particular page. 

ProductRealted 
The user visited many pages of this kind 

(product-related pages). 

ProductRelated_

Duration 

This represents the time spent on pages in 

this category. 

BounceRates 

The proportion of visitors who arrive on 

that page of the website and leave without 

performing any further tasks. 

Region 
An integer indicates the area in which the 

user is situated. 

 

This dataset was gathered from a website called 

Kaggle which is used for product recommendation. 

There are 7 columns and 522065 rows in it. In Table 

2, attributes are described. 
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Table 2 - Recommendation Dataset 

Trait Explanation 

BillNo Each payment is given a 6-digit number. 

Country Country-specific identifier for each client. 

Date 
When each transaction was created, including the 

date and time 

Price Product cost. 

Quantity 
The number of each merchandise in a single 

transaction. 

CustomerID Each client is given a 5-digit number. 

Itemname Tag line 

The dataset is from a nearby producer of edible goods. 

The training sample is limited to 8523 rows and 12 

columns in size. Specifically, the forecasting of sales is 

done using this info. As a result, no particular data pre-

processing model is necessary because the data is 

already kept in a suitable format. The attributes of the 

dataset are shown in Table 3. 

Table 3 - Sales dataset description 

Features Description 

Item Identifier It is the special merchandise ID. 

Item Fat 

Content 

It will indicate whether or not the food is 

minimal in fat. 

Item-MRP The price chart for the item  

Outlet- 

Establishment 

Year 

When the first entrances to the store were 

unlocked. 

Outlet-Size The entire area that a supermarket takes up. 

Outlet-Location The type of region where the company is located. 

Item -Visibility 
The portion of the total viewing space allotted to 

that specific item out of everything in the store. 

Item -Type What category does the product fit into? 

Item Weight It will contain the item's weight. 

Outlet-Type The store is simply a grocery or supermarket. 

Item-Outlet-

Sales 
Sales of the product in the initial store 

Outlet-Identifier An individual spot number 

 

IV. SOLUTION DESIGN 

The proposed system architecture is depicted in the 

image below, with emphasis placed on various 

algorithms and the dataset used to produce the results. 

Here, after implementing the algorithms, accuracy, 

mean squared error, root Mean square error, and 

maximum residual error are determined. The 

algorithm that delivers the highest result is then used 

[10, 11]. 

 

 

 

A. Sales Forecasting 

1. XGBoost  

We used training data to fit the model using XGB    

Regressor(objective='req:squarederror,colsample_byt

ree=1,learning_rate=0.05,max_depth=5,n_estimators

=500,subsample=1,min_child_weight=5). 

The following list and description of XGBRegressor's 

parameters: 

i. Squared error- squared loss regression 

ii. Colsample_bytree- column subsample ratio 

used to build each tree. 

iii. Learning_rate- Following each phase of 

boosting, we may immediately obtain the 

weights of new features 

iv. Max_depth- The highest part of a tree. The 

model will become more complex and prone 

to overfitting if this value is increased. 

v. N_estimators- quantity of trees. 

vi. Subsample- a ratio of the training instances' 

subsamples. 

vii. Min_Child_Weight- The bare minimum of 

instance weight required in a child 

The dataset's Item_Outlet_Sales attribute is used as a 

feature for predicting sales. By calculating the values 

of RMSE, r2 score, ME, and Maximum Residual 

Error, model performance is shown [12]. 

Figure 1 System Architecture 
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2. Bayesian Linear Regression  

Item_Outlet_Sales is a dependent variable in our sales 

model that is employed in sales forecasting. Formulas 

for linear regression can be represented as follows: 

𝑌 = 𝑜1𝑥1 + 𝑜2𝑥2 + ⋯ + 𝑜𝑛𝑥𝑛 

[13]The r2 score, RMSE, MSE, and Maximum 

Residual Error are used to determine the model 

performance after the training dataset has been used to 

fit the model. 

 

3. Random Forest 

Here, sales forecasting is carried out using the Random 

Forest Classifier method. We fit the training data into 

the Random Forest method with (n_estimators=100, 

criterion='squared error'). The "squared error" 

criterion uses the mean of each terminal node to 

minimize the L2 loss and represents mean squared 

error, which is equivalent to variance reduction. For 

predicting a product's sales, we now employ the 

Item_Outlet_Sales functionality. To evaluate the 

actual and anticipated results, forecast the sales based 

on the test data and store the expected values in 

output_predicted.csv, MSE, RMSE, and Max Residual 

Error can be used to assess the model's performance 

[14, 15]. 

 

4. Lasso Regressor 

L1 penalty formula: 

𝑙1_𝑝𝑒𝑛𝑎𝑙𝑡𝑦 =  𝑠𝑢𝑚 𝑗 = 0 𝑡𝑜 𝑝 𝑎𝑏𝑠(𝑏𝑒𝑡𝑎_𝑗)  

This penalty, known as "Least Absolute Shrinkage and 

Selection Operator regularization," (LASSO) can be 

added to the cost function for linear regression. 

 𝐿𝑎𝑠𝑠𝑜_𝑙𝑜𝑠𝑠 =  𝑙𝑜𝑠𝑠 +  (𝜆 ∗  𝑙1_𝑝𝑒𝑛𝑎𝑙𝑡𝑦) 

The " λ " hyperparameter is used to adjust how much 

of the penalty is added to the loss function. As a result, 

Item_Outlet_Sales in our situation immediately 

contribute to discovering outcomes. The RMSE, MSE, 

and Maximum Residual Error are used to determine 

the model performance after the training dataset has 

been used to fit the model. 

 

B. Purchase Probability 

1. K Nearest Neighbor  

Here, we utilize the KNN algorithm to forecast 

purchases. The KNN technique has been used using 

(n_neighbors=2). The number of neighbors who will 

vote for the target point's class is indicated here by the 

variable n_neighbors. Since this method is used to 

predict the probability that a purchase will be made, 

the Revenue feature is used to determine the 

anticipated outcome. Accuracy, precision, recall, and 

f1-score are used to show this model's performance. 

 

2. Gaussian Naive Bayes 

Naive Bayes Formula 

𝑃(𝐴|𝐵) = (𝑃(𝐵|𝐴)𝑃(𝐴))/𝑃(𝐵)  

Where P(A|B) is Posterior probability: Chance that 

hypothesis A will be true given the observed 

occurrence B.  

P(B|A) is Likelihood probability: The chance of the 

information provided that a hypothesis is likely to be 

correct. 

P(A) is Prior Probability: The hypothesis’ probability 

before looking at the evidence. 

P(B) is Marginal Probability: Likelihood of the 

evidence. 

In our example, a collection of all the characteristics 

that do not depend on one another is used as the 

"evidence" parameter to forecast the outcomes, and 

the dependent attribute revenue is used as the "labels" 

parameter dependent attribute to train the algorithm. 

Once the model has been trained, test the data against 

the model to determine its correctness. Then, 

determine the F1 score, true positive rate, and true 

negative rate. 

 

3. K-Means 

The K-Means algorithm for purchase probability is 

presented here. The K-Means technique has been used 

using (n_clusters=2,random_state=None). The 

training data has been fitted with the following 

conditions. The number of clusters and centroids is 

represented by n_clusters, while random_state 

controls the production of random numbers. Here, we 

have taken advantage of the Revenue function to 

determine whether or not a particular product would 

be purchased. Accuracy, precision, recall, and f1-score 

are used to illustrate this model's performance. 

 

4. Random Forest 

For the purpose of generating results for purchase 

probability, we have also utilized the Random Forest 

Classifier in this instance.The Random Forest 

Classifier technique has been employed with 

(n_estimators=100). The number of trees that will be 

produced by the algorithm from which we derive the 
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final result is represented by the variable n_estiamtors. 

Here, we take advantage of the Revenue function to 

determine whether or not a particular product would 

be purchased. Accuracy, precision, recall, and f1-score 

are used to illustrate this model's performance. 

 

C. Product Recommendation 

1. Apriori 

Apriori mentions:If there is a chance that item X is 

uncommon then: When X is not frequent, then P(X) < 

minimum support threshold. If P (X+A) < minimum 

support threshold, then X+A is not frequent, where A 

is a part of the set of items.If the value of an itemset 

set is less than the minimum support, then all of its 

supersets will also be less than the minimum support 

and can be disregarded. The Anti Monotone property 

is the name of this characteristic. Parameters: 

min_threshold = 1, min_support = 0.02, min_lift = 1.9, 

min_confidence = 0.2, metric = “lift” [16]. 

 

2. FP-Growth 

Unlike the Apriori algorithm which uses candidate key 

generation, the FP-Growth algorithm identifies 

common sets of items, which increases the overall 

efficiency of the algorithm. It implements the divide & 

conquers strategy in many of the several instances. 

The implementation of the FP-Growth algorithm is 

accompanied by using FP-Tree (Frequent Pattern 

Tree) data structure, which stores the information 

about the associations among the itemsets. In the study 

performed, below are the parameters set. Parameters: 

min_threshold = 1, min_support = 0.02, min_lift = 1.9, 

min_confidence = 0.2, metric = “lift”. 

 

V. RESULTS & DISCUSSION 

A. Sales Forecasting 

Bayesian Linear Regression: The outcomes of 

Bayesian Linear regression with different parameters 

are shown in Table 4. 

Table 4 - Sales Forecasting Results 

Model R2 

score 
MSE RMSE MAX 

RESIDUAL 

ERROR 

Bayesian 

Linear 

Regression 

0.834

5 
275949.

0774 
525.3085 2452.0920 

Random 

Forest 
0.901

0 
165002.

5160 
406.2050 3159.2726 

XGBoost 0.914

9 
141930.

0915 
376.7361 3207.8066 

LASSO 

Regression 
0.834

9 
275408.

3043 
524.7935 2470.0122 

 

B. Purchase Probability 

Precision, recall, F1-score, and support have all been 

used to assess the model's performance. Various 

algorithm’s accuracy, macro averages, and weighted 

averages have been compared and examined in order to 

select the algorithm that predicts purchase probability 

the best. We find that the accuracy for K-Means is 

81.46%, RF is 90.40%, Naive Bayes is 84.71%, and 

KNN is 82.96%, respectively. 

 

Figure 2 Purchase Probability Results 

C. Product Recommendation 

Table 5 – FP-Growth v/s Apriori 

Parameters FP-GROWTH APRIORI 

Structure for 

storage 

Tree Centered Array Centered 

Searching 

Method 

Divide and 

Conquer 

BFS 

Execution Time 

(min support = 

0.02) 

8 s 150 s 

Amount of 

databases scan 

2 scans k+1 scans 
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Figure 3 Execution Time Analysis 

Similar to the results discussed in [17, 18]. The 

performance of FP-Growth is evaluated as efficient 

against Apriori algorithm. This experiment is 

performed on dataset which has near about 20,210 

unique transactions. FP-Growth is more efficient in its 

execution time when experimented with the 

transactional database provided. Due to the FP-tree 

structure and divide & conquer strategy of FP-Growth, 

the performance measure is increased drastically for a 

huge amount of data sets. It is seen in the experiment 

that after a certain threshold value of minimum support 

the execution time of apriori is exponentially high 

because of its candidate key generation strategy. 

Moreover, the memory requirement of the apriori 

algorithm is also seen to be drastically increased, as it 

uses the brute force method for frequent pattern itemset 

mining. 

 

VI. CONCLUSIONS 

After studying multiple algorithms for each model, we 

discover that XGBoost, which has the accurate results 

of all the algorithms, is appropriate for our system in 

Sales forecasting. Factors like r2 score, RMSE, MSE, 

and Maximum Residual Error also yield excellent 

outcomes. We've found Random Forest to be the most 

useful for the Purchase Probability model, as it 

delivers 90% accuracy. FP Growth is ideal for Product 

Recommendation because it implements in 8s and 

generates the expected outcomes in our case. Based on 

environmental shifts over time and the dataset being 

used, the findings above may vary. [19, 20] The study 

of numerous deep learning and CNN methods for 

BigData will be the focus of future research because 

fascinating details may be discovered through multiple 

hidden layers. 
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