
 

 

Industrial Engineering Journal 

ISSN: 0970-2555   

Volume : 54, Issue 4, April : 2025 
 

UGC CARE Group-1                                                                                                638 

Real-Time Object Detection and Tracking Using YOLOv8 with Python for 

Smart Surveillance Systems 

B KAVITHA, Assistant Professor, Computer Science Department, 

Sri Durga Malleswara Siddhartha Mahila Kalasala, Vijayawada 

 

ABSTRACT 

In recent years, smart surveillance 

systems have gained significant 

attention due to the increasing demand 

for real-time security and monitoring 

solutions. This research focuses on the 

implementation of a real-time object 

detection and tracking system using 

YOLOv8 (You Only Look Once, 

version 8), a cutting-edge deep learning 

model known for its speed and accuracy. 

The system is developed using Python 

and integrates OpenCV for real-time 

video processing. Our proposed 

approach efficiently detects and tracks 

multiple objects in live video streams 

with minimal latency, making it suitable 

for applications in public safety, traffic 

monitoring, and restricted area 

surveillance. Experimental results 

demonstrate high accuracy in diverse 

environments and robust performance in 

low-light and crowded conditions. The 

paper also explores model optimization 

techniques for edge devices, ensuring 

scalability and cost-effectiveness. This 

study highlights the potential of 

combining YOLOv8 with Python-based 

frameworks to advance the capabilities 

of next-generation smart surveillance 

systems. 
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INTRODUCTION 

In the current era of rapid urbanization and 

increased demand for public safety, the 

importance of intelligent and automated 

surveillance systems has grown 

significantly. Traditional surveillance 

systems often rely on static cameras and 

manual monitoring, which are limited in 

scope, efficiency, and responsiveness. 

Human operators may struggle to interpret 

video feeds from multiple cameras in real-

time, leading to delayed reactions or 
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missed critical events. This has opened the 

door for the application of artificial 

intelligence (AI) and deep learning 

technologies to transform conventional 

surveillance into smart, automated, and 

real-time systems. 

One of the key components of intelligent 

video surveillance is object detection and 

tracking, which allows systems to identify 

and follow the movement of people, 

vehicles, or other relevant objects across 

frames. Recent advancements in deep 

learning have produced several highly 

efficient models for object detection, with 

the YOLO (You Only Look Once) family 

standing out due to its real-time processing 

capabilities. YOLOv8, the most recent 

version, offers enhanced detection 

accuracy, better speed, and an optimized 

architecture suitable for deployment in 

various real-world environments. 

This research focuses on the 

implementation of a real-time object 

detection and tracking system using 

YOLOv8, integrated with Python and 

OpenCV. Python is widely regarded for its 

simplicity and rich ecosystem of AI 

libraries, while OpenCV is a powerful tool 

for image and video processing. Together, 

they form a practical foundation for 

building flexible, scalable, and efficient 

surveillance applications. 

The primary objective of this study is to 

design a smart surveillance system that can 

identify and track multiple objects in live 

video streams with high accuracy and 

minimal delay. The system aims to operate 

effectively in various conditions, including 

low-light or crowded scenarios, which are 

common challenges in public and private 

security domains. Additionally, this paper 

explores the potential for deploying the 

system on edge devices, making it 

accessible and cost-effective for small-

scale or remote installations. 

By combining the capabilities of YOLOv8 

with Python-based development, this 

research contributes to the growing field of 

intelligent surveillance and presents a 

feasible solution for real-time, automated 

monitoring systems. The outcomes of this 

study have practical implications in areas 

such as law enforcement, traffic control, 

access monitoring, and infrastructure 

security. 

LITERATURE SURVEY 

Redmon et al. (2016) introduced the 

YOLO (You Only Look Once) object 

detection system, which revolutionized 
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real-time detection by framing it as a 

single regression problem. Unlike 

traditional methods that require 

multiple stages, YOLO processes the 

entire image in one go, making it 

significantly faster. This work laid the 

foundation for real-time applications, 

inspiring future improvements such as 

YOLOv4 and YOLOv8, which offer 

higher accuracy and better 

generalization in complex 

environments. 

Bochkovskiy et al. (2020) enhanced 

the YOLO model with the release of 

YOLOv4, focusing on training 

strategies and architectural 

optimizations. The model leveraged 

techniques like mosaic data 

augmentation, CIoU loss, and cross-

stage partial networks (CSPNet) to 

improve performance. Their research 

demonstrated that real-time object 

detection could be both fast and 

accurate on standard GPUs, reinforcing 

YOLO’s potential in real-world 

surveillance applications. 

Zhao et al. (2019) explored the 

application of deep learning models in 

smart surveillance systems, 

emphasizing object detection, tracking, 

and behavioral analysis. Their study 

highlighted the advantages of 

integrating CNN-based models with 

video streams to improve anomaly 

detection and automate decision-

making processes. The review 

concluded that the combination of DL 

models and real-time video analytics 

could significantly enhance the 

capabilities of intelligent monitoring 

systems, especially in crowded and 

high-risk environments. 

Wang et al. (2021) presented a study 

on deploying object detection models 

on edge devices for smart surveillance, 

focusing on lightweight architectures 

like MobileNet and quantized YOLO 

versions. Their findings demonstrated 

that optimized YOLO models could 

maintain high detection accuracy while 

running efficiently on low-power 

devices. This is crucial for expanding 

surveillance systems into remote or 

infrastructure-constrained areas where 

traditional setups are not feasible. 

EXISTING SYSTEM 

Traditional surveillance systems 

primarily rely on static cameras and 

manual monitoring by security 

personnel. These systems use basic 

motion detection or frame difference 
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techniques to identify suspicious 

activity. Some advanced setups include 

early versions of object detection 

algorithms such as Haar Cascades, 

HOG (Histogram of Oriented 

Gradients), and pre-YOLO deep 

learning models like R-CNN and SSD. 

While these approaches have served 

basic security needs, they suffer from 

several limitations: 

Limited Real-Time Capabilities: 

Most traditional systems cannot 

process video feeds in real-time, 

especially when handling multiple 

objects or high-resolution footage. 

High False Positives: Earlier object 

detection models like Haar and HOG 

are prone to false detections, especially 

in complex or dynamic environments 

such as public places with varying 

lighting conditions. 

Manual Monitoring Burden: Human 

involvement is still essential in 

analyzing camera feeds, making the 

system inefficient and error-prone. 

Lack of Adaptability: Traditional 

models lack the ability to adapt to 

different surveillance scenarios, such 

as tracking fast-moving objects, 

recognizing occlusions, or working in 

low-light conditions. 

Resource Intensive: Some deep 

learning models like R-CNN require 

multiple processing stages and large 

computational resources, making them 

unsuitable for real-time or edge-device 

deployment. 

Inability to Scale: As the number of 

cameras or monitored zones increases, 

older systems fail to scale effectively 

due to high processing latency and 

storage demands. 

PROPOSED SYSTEM 

This research proposes a real-time 

object detection and tracking system 

using YOLOv8, Python, and 

OpenCV. The system processes live 

video feeds, detects and tracks multiple 

objects like humans and vehicles in 

real-time, automating surveillance 

tasks and reducing human error. 

Advantages: 

Real-Time Processing: 

 YOLOv8 ensures fast, low-latency 

object detection. 

High Accuracy:  
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The model reduces false positives and 

improves object detection. 

Automation: 

 Reduces manual monitoring and 

human intervention. 

Scalability: 

 Can handle multiple camera feeds 

across large areas. 

Edge Device Compatibility:  

Optimized for deployment on low-

power devices. 

 

RELATED WORK 

YOLO-Based Object Detection 

Redmon et al. (2016) introduced the 

YOLO (You Only Look Once) 

framework, a groundbreaking real-time 

object detection model that processes 

the entire image in one pass. YOLO’s 

speed and efficiency made it a popular 

choice for real-time surveillance 

applications. 

 

Bochkovskiy et al. (2020) released 

YOLOv4, improving upon the original 

YOLO by integrating innovations like 

mosaic data augmentation, Cross-Stage 

Partial Networks (CSPNet), and other 

architectural tweaks. YOLOv4 

demonstrated significant 

improvements in accuracy, making it 

suitable for complex environments 

where real-time detection is critical. 

Edge Device Deployment 

Wang et al. (2021) focused on 

deploying object detection models on 

edge devices to reduce computational 

load. Their study explored lightweight 

YOLO versions and optimized deep 

learning models that could run on 

lower-power hardware, enabling cost-

effective and scalable surveillance 

solutions. 

The research demonstrated that object 

detection could be conducted in real-

time on edge devices such as cameras 

or small computing units, improving 

surveillance in resource-constrained 

environments. 

Deep Learning in Surveillance 

Systems 

Zhao et al. (2019) reviewed various 

deep learning models applied in 

surveillance systems, particularly in 
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the detection of suspicious behaviors 

and anomaly detection. Their work 

showed how combining object 

detection with tracking could offer 

more robust solutions, especially in 

crowded or high-risk areas. 

The study emphasized the role of AI 

and deep learning in enhancing video 

analytics for smarter, automated 

security systems. 

SAMPLE RESULTS 

 

 

 

CONCLUSION 

This research demonstrates the 

effectiveness of YOLOv8, integrated with 

Python and OpenCV, for real-time object 

detection and tracking in surveillance 

systems. By leveraging the power of deep 

learning, specifically YOLOv8, the 

proposed system significantly enhances the 

accuracy and efficiency of object detection 

in dynamic environments. 

The proposed system outperforms 

traditional surveillance methods in terms 

of real-time processing, scalability, and 

minimal human intervention. Additionally, 

it shows the potential for deployment on 

edge devices, making it a cost-effective 

solution for resource-constrained 

environments.Despite the success of 

YOLOv8, future work can focus on 

improving the system's robustness in low-

light or highly cluttered environments, as 

well as exploring the integration of 

additional deep learning models for 

behavior analysis and anomaly detection. 

Overall, the advancements in object 

detection, particularly with YOLOv8, have 

opened new possibilities for intelligent 

surveillance, providing faster, more 

reliable, and scalable solutions for real-

time security monitoring. 
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