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Abstract. 

 Modern Web services rely extensively upon a tier of in-memory caches to reduce request latencies 

and alleviate load on backend servers. Memcached is a well known, simple, in-memory caching 

solution. Leveraging Memcached significantly enhanced the memory efficiency of caching the social 

graph, enabling scalable and cost-effective solutions. Nevertheless, the implementation complexity 

for product engineers in managing data storage and retrieval increased substantially. My paper gives 

a comparative study Meta utilizes Memcached as a foundational component to create and expand a 

distributed key-value store, facilitating the support of the world's largest social network. The 

drawbacks associated with its use and the introduction about the new technology TAO (“The 

Associations and Objects”).  TAO, a geographically dispersed data storage system, offers Meta 

efficient and timely access to the social graph through a predefined set of queries, catering to its 

high-demand workload. Implemented at Meta, it supplants Memcached for numerous data types 

aligned with its framework.  The ongoing rise of large-scale social network applications has brought 

about a level of data and query volume that pushes the boundaries of existing data storage 

capabilities. Than TAOBench, was introduced to emulate the social graph workload found at Meta.  
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1. Introduction 

It is expensive always to fetch data from the source database due to resource constraints. The 

infrastructure challenges posed by widely-used and captivating social networking platforms are 

substantial. With hundreds of millions of daily users, these networks place demanding 

computational, network, and I/O requirements that traditional web architectures find challenging to 

meet. The infrastructure of a social network must enable (1) nearly instantaneous communication, (2) 

dynamic aggregation of content from various sources; (3) efficient access and updating of highly 

popular shared content, and (4) scalability to handle millions of user requests per second Amazon 

SimpleDB (2023), Meta – Company Info (2023), Phillipe Ajoux et al. (2015), Audrey Cheng et 

al.(2022). 

Introducing a "caching layer" typically makes data access times faster and improves the ability for 

the underlying database to scale to accommodate consistently higher loads or spikes in data requests 

P. Saab. Scaling memcached at Meta(2008), Gregory Chockler et.al (2010). Memcached serves 

as a straightforward, exceptionally scalable cache based on keys, storing data and objects in available 

dedicated or surplus RAM for rapid access by applications. It is an open-source, distributed memory 

caching system designed to tackle today’s web-scale performance and scalability challenges. Many 

of the largest and most heavily trafficked web properties on the Internet like Meta, Fotolog, 

YouTube, Mixi.jp, Yahoo, and Wikipedia deploy Memcached and MySQL to satisfy the demands of 

millions of users and billions of page views every month Amazon SimpleDB (2023), Meta – 

Company Info (2023), Memcached (2023), P. Saab. Scaling memcached at Meta(2008). 

With over a billion active users engaging in recording relationships, sharing interests, and uploading 

diverse content, Meta initially had its web servers directly interact with MySQL for reading or 

writing the social graph. Memcache was extensively employed as a lookaside cache. In efforts to 

enhance the open-source Memcached, Meta transformed it into a fundamental element, constructing 

a distributed key-value store for the world's largest social network. Meta introduced TAO Rajesh 

Nishtala et al. (2013), Meta – Company Info (2023) a straightforward data model and API 
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uniquely designed to serve the social graph. TAO still relies on MySQL for persistent storage but 

manages access to the database through its specialized graph-aware cache. Deployed as a solitary 

geographically distributed entity at Meta, TAO boasts a streamlined API and prioritizes availability 

and machine-level efficiency over strict consistency. Its remarkable feature lies in its scalability, 

capable of supporting a billion reads per second on a dynamic dataset spanning many petabytes. 

TAOBench provide open-source workload configurations along with a benchmark that utilizes these 

request characteristics to faithfully replicate production workloads and simulate emerging application 

behaviors. To ensure the reliability of TAOBench's workloads, it is validated against their production 

counterparts. 

In this paper I have explained the working of Memcached and the problem associated with it, the 

new model TAO and TAOBench there after gives the comparison between them. 

1.1. Using MySQL with Memcached 

Throughout history, data caches have played a vital role in database services. Websites facing 

exceptionally high volumes of web requests opt for distributed memory object caching services like 

Memcached to ease the burden on their databases and enhance response times. 

The advantages of utilizing Memcached encompass various aspects. 

• Due to the storage of all information in RAM, the access speed surpasses that of 

fetching data from disk every time. 

• The absence of data type restrictions in the "value" part of the key-value pair 

allows for caching a diverse range of data, including complex structures, documents, images, or a 

combination of such elements. 

• In the scenario of using the in-memory cache for transient information or as a read-only 

cache for data also stored in a database, the failure of a Memcached server is not critical. For 

persistent data, an alternative lookup method employing database queries can be employed, reloading 

the data into RAM on a different server. 

In this architecture, each client is set up to communicate with all servers. When a client initiates a 

request to store data, the key used for data referencing undergoes hashing, and the resulting hash is 

employed to designate one of the Memcached servers. This server selection occurs within the client 

before any interaction with the server, ensuring a streamlined process. 

Upon subsequent requests for the same key, the identical algorithm is employed, resulting in the 

generation of the same hash and selection of the same Memcached server as the data source. This 

method ensures that cached data is evenly distributed across all Memcached servers, allowing access 

to cached information from any client. Consequently, a distributed, memory-based cache is 

established, facilitating the rapid retrieval of information, especially complex data and structures, 

compared to directly querying the database. 

 

            

 

 

 

 

                

 

 

 

 

Figure 1 Memcached Architecture Overview 

The RAM cache consistently draws data from the underlying store, which in this case is a MySQL 

database. In the event of a Memcached server failure, data retrieval can be seamlessly executed from 

the MySQL database to ensure uninterrupted service. 
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1.2. Memcache 

Memcache functions as an in-memory data store for key-value pairs. Accessed through App Engine 

APIs, it serves as a shared service that is language-agnostic. Implementation varies depending on the 

programming language and the specific Memcache APIs utilized Rajesh Nishtala et al. (2013). This 

representation can be visualized diagrammatically as follows: 

For example it can be implemented in JAVA by using the  

followings ways:- 

 JCache APIs 

 GAE low level Memcache APIs 

 Objectify for Datastore 

  

 

 

 

 

 

 

        

Figure 2 Java Implementation of API 

1.3. General Memcache Usage Pattern 

Coordinate data read with Datastore Check if Memcache value exists, if it does display/ uses cache 

value directly, otherwise Fetch the value from Datastore and write the value to Memcache 

Coordinate data write with Datastore Invalidate the Memcache value for this specific entry or entire 

Memcache Write the value to Datastore Optionally, Update the Memcache entry. 

 

2. Actual Scenario in the Social Graph like Meta 

Meta imposes an exceptionally demanding workload on its data backend. With over a billion active 

users accessing Meta via desktop browsers or mobile devices, each user encounter hundreds of 

pieces of information sourced from the social graph. This includes News Feed stories, associated 

comments, likes, and shares, as well as photos and check-ins from their connections. Due to the 

extensive customization of user output and the frequent updates to a user's News Feed, pre-

generating views for users becomes unfeasible. Consequently, the dataset must be dynamically 

retrieved and rendered within a few hundred milliseconds to meet user expectations. 

The complexity of this challenge is exacerbated by the fact that the dataset is not readily 

partitionable, and certain items, like photos of celebrities, often experience substantial spikes in 

request rates. When multiplied by the millions of times per second that this highly personalized 

dataset must be delivered to users, it creates a continuously evolving workload dominated by reads, 

posing significant efficiency challenges Nathan Bronson et al. (2013), Rajesh Nishtala et al. 

(2013). 

 

3. Drawback of Using Memcache 

The inefficiency of performing operations on lists in Memcached, such as updating the entire list, 

coupled with the complexity of clients managing cache and the challenge of providing read-after-

write consistency, posed significant obstacles to Meta's "move fast" development philosophy. This 

slowed down the change-debug-release cycle, prompting the development of TAO. 

Given Meta's requirement to aggregate and filter hundreds or thousands of items from the social 

graph on a single page, the necessity for an efficient, highly available, and scalable graph data store 

becomes evident. This is crucial for serving the dynamic, read-heavy workload while ensuring that 

each user receives personalized content that undergoes privacy checks. 

Key Value 

“User001”   :          “John Deo” 

“User002”  :          “Larry Page” 
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TAO, despite being a large-scale implementation of the graph approach, continues to rely on MySQL 

for persistent disk storage. However, it prioritizes ensuring eventual consistency of data across 

multiple data centers; thereby ensuring users receive up-to-date information. The TAO service 

operates across a network of server clusters, strategically distributed geographically and structured in 

a logical tree formation. Distinct clusters are designated for the persistent storage of objects and 

associations, as well as for caching data in both RAM and Flash memory. This division enables 

independent scaling of different cluster types and efficient utilization of server hardware resources. 

 

4. TAO data model and API 

 The TAO data model is elucidated through a straightforward scenario Nathan Bronson et al. 

(2013). In this scenario, Alice performs a check-in at The Red Fort and tags Bob, while Cathy adds a 

comment to the check-in and David expresses his appreciation by liking it. 

 

 

 

 

 

 

Figure 3 A running example of user’s interaction in Social Media  

In this straightforward illustration, we observe a sub graph of objects and associations formed within 

TAO following the culmination of all events. Each data entity, such as a user, check-in, or comment, 

is depicted as a typed object containing a set of named fields. Relationships between these objects, 

like "liked by" or "friend of," are represented by typed edges (associations) organized into 

association lists based on their origin. Multiple associations can link the same pair of objects, 

provided the types of these associations remain distinct. Collectively, these objects and associations 

constitute a labeled directed multigraph. 

For each association type, TAO 

allows for specification of an 

inverse type. When an edge of the 

direct type is established or 

removed between objects with 

unique IDs id1 and id2, TAO 

automatically generates or deletes 

a corresponding edge of the 

inverse type in the opposite 

direction (from id2 to id1). This 

feature aims to assist application 

developers in preserving 

referential integrity for 

relationships inherently reciprocal, 

such as friendships, or where 

efficient graph traversal in both 

directions is crucial for 

performance, as seen in scenarios 

like "likes" and "liked by." 

Associations are managed as individual edges, created and deleted independently. When an 

association type has a defined inverse type, an inverse edge is automatically generated. To leverage 

workload locality at creation time, the API mandates that each association includes a dedicated time 

attribute, typically used to denote its creation time. TAO utilizes this association time value to 

enhance cache performance and boost hit rates by optimizing the working set. 

   
Alice was at  The Red Fort  With  Bob 

Cathy Wish we were there! David likes this 
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TAO partitions the dataset into hundreds of thousands of shards, with each shard persistently storing 

all objects and associations in the same MySQL database. These are cached on identical server sets 

within each caching cluster. Optionally, individual objects and associations can be allocated to 

designated shards upon creation. Managing data collocation has proven crucial for optimizing 

performance by minimizing communication overhead and preventing congestion in high-traffic 

areas. 

T AOBench stands as the inaugural 

open-source benchmark crafting 

end-to-end transactional request 

patterns drawn from a vast social 

network, bridging the gap of 

representative workloads in a 

critical application domain. 

Through our benchmark, we render 

Meta's social graph workload 

accessible to the database 

community, offering insight into 

the genuine challenges entailed in 

accommodating such workloads. TAOBench can faithfully replicate the existing TAO workload 

while also offering enough flexibility to assess novel scenarios effectively. 

Table 1Parametrize TAO’s workload with this set of features (Source:- [16]) 

Audrey Cheng et al. (2022)  

categorize these parameters into two 

sets: those applicable to both OLTP and 

graph databases, and those specific to 

TAO. A concise selection of 

parameters proves ample to 

thoroughly define the workload of the 

social network. 

Utilizing the workload parameters 

outlined above, TAOBench utilizes a 

workload configuration file containing discrete or piecewise linear probability distributions. 

Additionally, TAOBench incorporates various benchmark parameters (such as duration, target load, 

and warm-up period) specific to each execution. The benchmark driver, capable of being distributed 

across multiple machines, utilizes these parameters to generate requests. Each driver spawns multiple 

client threads, which autonomously execute requests through the data store adapter layer. Each 

thread monitors throughput and latency, with these metrics being aggregated and reported after each 

run. Presently, the benchmark generates steady-state workloads, with future iterations aiming to 

capture temporal variations and periodic trends. 

 

5. Conclusions 

TAO, a user-friendly and robust distributed data store created at Meta, has emerged as a cornerstone 

of the company's infrastructure. Its graph capabilities effectively support the intricate and evolving 

social demands placed on Meta's systems. TAOBench introduces a novel benchmarking tool that 

generates workloads mirroring those encountered in real-world social networks. TAOBench also 

uncovered bugs and highlighted optimization prospects for YugabyteDB. TAOBench's focus centers 

on Meta's social graph, making these workloads accessible to the broader research community. 

Notably, TAOBench model can be effortlessly adapted to accommodate other systems. TAOBench 

aspires to serve as a comprehensive platform for social network evaluation, and invite other social 

networks to contribute their workloads to this open-source framework. 
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