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Abstract 

In this project we are combining plant leaf diseases image dataset with Crop Yield dataset to 

forecast or estimate future crop growth. To implement this project, we have used various crop 

attributes such as Potassium, Phosphorous and Nitrogen properties of soil and environment data 

such as Humidity, temperature, and PH values and then from crop leaf images we have extracted 

all and sum and average all infected leaf’s and included in CROP dataset. 

Above process Kernel Ridge dataset will be trained with various machine learning algorithms such 

as Lasso, Kernel Ridge, ENET and Stacking of all 3 algorithms and then evaluate each algorithm 

performance in terms of MEAN SQUARE ERROR (MSE) and in all algorithms ENET and 

LASSO giving less MSE values.  

We are using OPENCV inbuilt API’S to cluster leaf data based on colour values and then these 

values will be weighted to get spots whose part is not in green colour. Below code is used to extract 

or identify infected parts from the leaf. 
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1. Introduction 

        Agriculture, since its invention and inception, is the prime and pre-eminent activity of every 

culture and civilization throughout the history of mankind. Not only is it a huge part of the 

expanding economy, but it is also necessary for our survival. It is also a vital sector for the future 

of humanity and the Indian economy. Additionally, it makes up a disproportionate amount of jobs. 

As time goes on, the amount of output that is needed has grown dramatically. People are misusing 

technology to make goods in large quantities. Every day, new kinds of hybrid types are created. 

However, these varieties do not provide the essential contents as naturally produced crop. These 

unnatural techniques spoil the soil. It all ends up in further environmental harm. Most of these 

unnatural techniques are wont to avoid losses. But when the producers of the crops know the 

accurate information on the crop yield it minimizes the loss.  

Crop prediction is made by the system using historical data collection. The information is provided 

using historical data on weather, temperature, and several other variables. Our built application 

runs the algorithm and displays a list of crops with anticipated yield values that are appropriate for 

the entered data. 

Using an Indian government dataset, Aruvansh Nigam, Saksham Garg, and Archit Agrawal [1] 

conducted trials and found that the Random Forest machine learning algorithm yields the best yield 

forecast accuracy. Simple Recurrent Neural Network, a sequential model, predicts rainfall more 

accurately than Long Short-Term Memory (LSTM) models.  

The study combines variables such as area, temperature, rainfall, and season to forecast yield. The 

best classifier, according to the results, is Random Forest when all the parameters are combined. 

Leo Brieman [2,3] is an expert in the random forest algorithm's strength, accuracy, and correlation.  

 

2. Materials & Methods 

2.1 PROPOSED SYSTEM 

Above process dataset will be trained with various machine learning algorithms such as Lasso, 

Kernel Ridge, ENET and Stacking of all 3 algorithms and then evaluate each algorithm 

performance in terms of MEAN SQUARE ERROR (MSE) and in all algorithms ENET and 

LASSO giving less MSE values.  
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 By using OPENCV inbuilt API’S to cluster leaf data based on colour values and then this 

value will be weighted to get spots whose part is not in green colour. Below code is used to extract 

or identify infected parts from the leaf [4] 

 
In above screen first row represents dataset column names and remaining are the dataset values 

and in above screen N refers to Nitrogen, K refers to potassium and P refers to phosphorus soil 

properties and remaining values are the normal environment data with infected and yield crop[5]. 



 

 

Industrial Engineering Journal 

ISSN: 0970-2555   

Volume : 53, Issue 4, April : 2024 
 

UGC CARE Group-1,                                                                                                                147 
 
 

 
                                                         Fig.3.1 Block diagram of Proposed Method 

 

3. Results and Discussion 

In this present work we are combining plant leaf diseases image dataset with Crop Yield dataset to 

forecast or estimate future crop growth. To implement this project, we have used various crop 

attributes such as Potassium, Phosphorous and Nitrogen properties of soil and environment data 

such as Humidity, temperature and PH values and then from crop leaf images we have extracted 

all and sum and average all infected leaf’s and included in CROP dataset[6]. 

Above process dataset will be trained with various machine learning algorithms such as Lasso, 

Kernel Ridge, ENET and Stacking of all 3 algorithms and then evaluate each algorithm 

performance in terms of MEAN SQUARE ERROR (MSE) and in all algorithms ENET and 

LASSO giving less MSE values.  

By using OPENCV inbuilt API’S to cluster leaf data based on colour values and then these values 

will be weighted to get spots whose part is not in green colour. Below code is used to extract or 

identify infected parts from the leaf[7]. 

Upload Crop 

Dataset 

Cluster Based 

Weighting & 

Disease Detection 

Run ENET 

Algorithm 

Run Lasso 

Algorithms 

Run Kernel Ridge 

Algorithm 

Run Stacking 

Algorithm 

MSE Comparison 

Graph 
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In above screen read red colour comments to detect and extract disease part from images and after 

applying above function on images will get final dataset with crop infected values as below screen 

In above screen we have 4 crop details and now open each file to view its content like below 

screen[8]. 

 
In above screen first row represents dataset column names and remaining are the dataset values 

and in above screen N refers to Nitrogen, K refers to potassium and P refers to phosphorus soil 

properties and remaining values are the normal environment data with infected and yield crop. 

By using above dataset to train all 4 machine learning algorithms and in below screen we can see 

all algorithm details 
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In above screen read red colour comments to know about all algorithms training. 

To run project double click on ‘run.bat’ file to get below screen 

 
In above screen click on ‘Upload Crop Dataset’ button to upload dataset and to get below screen 

In above screen selecting and uploading ‘Apple.csv’ dataset file and then click on ‘Open’ button 

to get below screen 
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In above screen dataset loaded and now click on ‘Cluster Based Weighting & Disease Detection’ 

button to read images and then detect infected parts from the leaf and then add to dataset and for 

sample output I am showing one image of infected leaf like below screen 

 
In above screen all infected leaf details added to dataset and then displaying total dataset details 

and then displaying one sample leaf showing disease part surrounded with red colour bounding 

boxes and now dataset is ready with crop and disease details and now close above image and then 

click on ‘Run ENET Algorithm’ button to get below output 

 
In above screen in text area we can see ENET got MSE value as 10 and in graph red line refers to 

TEST Crop DATA and green line refers to predicted crop yield and we can see in both lines very 

close difference is there so ENET is good in prediction and in browser we can see actual test data 

values and predicted values 

In above screen first column showing TEST data values and second column showing predicted 

crop yields in QUINTAL from ENET algorithm and now close above screen and graph and then 

click on ‘Run Lasso Algorithm’ button to get below output 
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In above two screens you can see LASSO output screens and now click on ‘Run Kernel Ridge 

Algorithm’ button to get below output 

 
 

In above two screens we can see Kernel Ridge output and now click on ‘Run Stacking Algorithm’ 

button to get below output 

 
In above 2 screens we can see Stacking algorithm output and now click on ‘MSE Comparison 

Graph’ button to get below graph 
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In above graph x-axis represents algorithm names and y-axis represents MSE value and in all 

algorithms ENET and LASSO got less MSE values compare to other 2 algorithms and the lower 

the MSE the better is the algorithm. Similarly, you can upload other crop dataset and get output for 

those crops. 

 

4. CONCLUSION: 

In the present work by combining plant leaf diseases image dataset with Crop Yield dataset to 

forecast or estimate future crop growth. To implement this project we have used various crop 

attributes such as Potassium, Phosphorous and Nitrogen properties of soil and environment data 

such as Humidity, temperature and PH values and then from crop leaf images we have extracted 

all and sum and average all infected leafs and included in CROP dataset[9-10]. 

Above process dataset will be trained with various machine learning algorithms such as Lasso, 

Kernel Ridge, ENET and Stacking of all 3 algorithms and then evaluate each algorithm 

performance in terms of MEAN SQUARE ERROR (MSE) and in all algorithms ENET and 

LASSO giving less MSE values.  

We are using OPENCV inbuilt API’S to cluster leaf data based on colour values and then these 

values will be weighted to get spots whose part is not in green colour. Below code is used to extract 

or identify infected parts from the leaf [11-13]. 
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