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ABSTRACT

Cervical cancer, which effects many women, is frequently fatal. The mortality rate and other related
consequences can be decreased with the help of early identification of this disease. Related factors which
leads to cervical cancer can help in early identification of this disease. Using this factors feature set and 2
ensemble-based classification algorithms, such as the Recursive Feature Elimination Technique along with
Random Forest (RFE-RF) and Synthetic Minority Oversampling Techniques (SMOTE). The Cervical
Cancer required Factors data consists of 32 possible causes and 4 targets, is utilized by the study
(Hinselmann, Schiller, Cytology, and Biopsy). The 4 targets are utilized in the widely used cervical cancer
detection test. Moreover, the Firefly features selection technique was applied to improve results while using
fewer characteristics. When compared to the other three diagnostic tests, experimental results for the
Biopsy test showed the proposed model to be significant and to have the best success rate.

Keywords: Synthetic Minority Oversampling Technique(SMOTE), Recursive Feature Elimination
Technique(RFE-RF), 4 target tests.

1. INTRODUCTION

Millions of new cells are often produced by the human body to replace old and dead ones. Tumors will
form if this cell production rises in an unpredictable way. Not every tumour is cancerous and does not
leave the body. Some tumours that are left in the body develop into malignant ones [1]. A type of cancer
called cervical cancer develops at the cervix of pregnant women. If detected at an early stage, this kind of
cancer is treatable. These cells gradually spread through the tissues, affect the neighbouring organs, and
progress to an advanced stage of cancer. This form of cancer is primarily caused by the HPV [2].

Cervical cancer is the second most frequent disease in women in India, and it comes fourth in the league
among all female cancers worldwide, according to the WHO [3][4]. One-third of all cervical cancer deaths
occur in India, where the cumulative risk is 1.6% and the cumulative fatality rate is 1% [4].The
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main causes of this type of cancer were believed to be a lack of awareness, a lack of skilled medical
professionals and equipment, and a lack of early identification, especially in middle- and low income
countries [5].

Although machine learning techniques are already widely used and essential to the diagnosis and prognosis
of all diseases, manual disease diagnosis will continue to be very difficult [6]. By educating computers
from past or prior examples, machine learning allows us to use complicated data to predict the future [7].
Machine learning makes use of a range of probability, statistical, and optimizing methodologies to classify
as different events like one event with cancer and other with no cancer [8]. In the previous work, they used
the stacked ensemble technique with diverse base classifiers, comprising SVM and RF [9].

The dataset was collected from the “Hospital Universitario de Caracas.”

2. LITERATURE REVIEW

Ensemble methods like SVM and Random Forest algorithms were used in the literature review [10] that
gives different machine learning techniques for identifying this cervical cancer disease.

The SVM algorithm is used by the current system. Support Vector Machine is a classification method that
is used for classification, regression, or novelty detection in many different applications. After training in
terms of classification, SVM is capable of categorizing the entering examples into separate categories.
Minimizing the penalty factor and increasing the marginal width are the primary objectives of the SVM's
hyperplane construction.

The necessary dataset was obtained from the "Hospital Universitario de Caracas.” This one has 858
records, some of which contain missing values since some patients opt not to respond to some questions out
of respect for their privacy. The data collection includes 32 required factors and 4 targets test values, or the
cervical disease diagnosis tests.

3. PROPOSED APPROACH

To overcome the imbalanced data problem and efficiency problem we came with two different algorithms
those are SMOTE and RFE-RF.

SMOTE: It stands for Synthetic Minority Oversampling Technique: It fixes issues brought on by
utilizing an unbalanced data collection. It is a technique that adds new artificial data to the original data to
overcome the problem of under-sampling. This Technique can be seen as a form of balancing the
imbalanced data. The benefit of this technique is that it doesn't generate duplicate data; instead, it generate
artificial data that are marginally different from the original data [11].

RFE-RF: It stands for RECURSIVE FEATURE ELIMINATION USING RANDOM FOREST. First
to know about RFE, RF should be explained that is Random Forest.

Random Forest: Both classification and regression applications use this machine learning ensemble
technique, often known as the bagging technique. It is a technique that takes different decision trees upon
different sub categories of the given data and sum them to boost the expected accuracy of the data. The
random forest takes results of identification or predictions from each tree and gives the result based on the
more number of projections[12], as opposed to relying just on one decision tree.

Recursive Feature Elimination: As the name suggests, is a method for repeatedly eliminating the least
important feature up until the desired number of features [13].
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The number of features needed for the prediction will be taken into account after employing random forest,
and any additional features will be removed using recursive feature elimination.

4. METHOD
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Figure 4.1 Flow chart of the proposed system

System implementation:

GUI that is developed for the Prediction of Cervical Cancer, which consists of several functionalities is in
below Figure 4.2

Foamuwos Sclection using RFERF

Teained Stacked Ensammbie Atgoriion |
Predict Cancer from Tost Data

Exit

Figure 4.2 GUI of Prediction of Cervical Cancer
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Step-1: Uploading Cervical Cancer Dataset:

The necessary dataset was obtained from the "Hospital Universitario de Caracas" . This one has 858
records, some of which contain missing values since some patients opt not to respond to some questions out
of respect for their privacy. The data collection includes 32 required factors and 4 targets test values.

Step-2: Pre-processing the dataset:

Since the dataset has some missing values the dataset has to be pre-processed to remove noise and
dimensionality. This can be done by clicking the “pre-process dataset” button.

Step-3: Data Balancing using SMOTE:

To balance the imbalanced dataset SMOTE is used. This can be done by clicking the “Data Balancing
using SMOTE” button.

Step-4: Feature Selection using RFERF:

Only the required Features for the prediction will be taken into consideration others will be eliminated by
using RFERF algorithm. This can be done by clicking “Feature Selection using RFERF” button.

Step-5: Trained Stacked Ensemble Algorithm:

This is used to train the algorithm and to give the accuracy of the algorithm along with the confusion
matrix. This can be done by clicking “Trained Stacked Ensemble Algorithm” button.

Step-6: Predict Cancer from Test Data:

Now a test dataset has to uploaded here by clicking the “Predict Cancer from Test Data” button. After
uploading the data, the prediction will be made for the members present in the test dataset.
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Figure 5.1 of Outputs

In above image select the ‘Upload Cervical Cancer Dataset’ button to upload the

dataset and to get below image.
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Figure 5.2 of Outputs

In above image you can see the uploading dataset file and then select the ‘Open’ button
to upload data and to get below image.
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Figure 5.3 of Outputs

The dataset is loaded in the image above. The graph's x-axis shows the class labels 0 (normal) and 1

- c
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(cervical cancer), and the y-axis shows the number of records. This shows that the dataset is highly
unbalanced because class label '0" includes more than 800 records.and the *'1' class label only has 53
entries. Close the aforementioned graph now, and then select *'"Pre-process Dataset™ to fill in any
missing numbers and normalise the dataset.

Figure 5.4 of Outputs
In above screen dataset is processed and class 0 contains 805 records and 1 contains 55 records so

click on ‘Data Balancing using SMOTE’ button for balancing the data.
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Figure 5.5 of Outputs

In above screen after applying smote both classes contains 803 records so dataset is balanced

and now click on ‘Features Selection using RFERF’ button to get below output
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Figure 5.6 of Outputs

In above screen in first 2 lines we can see dataset contain 35 attributes and after applying
RFE, attributes size reduced to 20 and then we can see dataset train and test split details.

Now dataset is ready to go and next select the ‘Trained Stacked Ensemble Algorithm’ button
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to train the data.
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Figure 5.7 of Outputs

With the stacked ensemble algorithm, we achieved 99.37% accuracy in the image above. In the above
graph from the image, we can see that the x-axis gives the predicted classes information, the y-axis gives
the true classes, and that only 1 class was incorrectly predicted.

The prediction was accurate. Close the previous graph, then select "Predict Cancer from Test Data" to
submit a test file and obtain the output shown below.
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Figure 5.8 of Outputs
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In above image select and upload test Data file.
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Conclusion

This project provides an application with a user-friendly graphical user interface (GUI). Where prediction
can be made very easily with high accuracy and with high efficiency unlike other prediction systems as
there is no need to take every feature into consideration for the prediction every time, only the required
features will be considered and remaining will be eliminated using RFERF algorithm which increase
efficiency. And imbalanced data will be balanced by using SMOTE so that accuracy will be more.
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